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TOP REFERENCES

Technologies:
Dynamic time warping
Hidden Markov models
Neural Networks

Achievements:
-Improving / enhancing MASPER training algorithm: background 
models, discriminative training, semi tied covariance matrices 
(HLDA)
-Optimization of speech decoding (Viterbi) process using 
evolutionary strategies
-Topological invariants as speech feature for speech recognition

SPEECH RECOGNITION
Technologies:
KNN
GMM
Neural Networks

Achievements:
- PCA and LDA local application prior to K-NN 

classification
- Gradual GMM enhancement
- Practical realization of real-time speaker 

identification system 

SPEAKER RECOGNITION

Technologies:
Neural Networks

Achievements:
-ML based analysis of basic speech properties and methods 
for SER

SPEECH EMOTION RECOGNITION

Technologies:
Markov chain
HMM
GMM (generative, discriminative)
KNN
Neural Networks (CNN, LSTM)
eye-tracking

Achievements:
-ML based analysis of eye-tracking signals for detection 
of cognitive disorder (schizophrenia) using ROR test
-Design of a system for detection of schizophrenia 
using ROR test achieving (10% improvement to known 
solutions)
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