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Suhrn

Postranné kanaly su tu tak dlho ako kryptografia, no formalne prva praca zaobera-
juca sa postrannymi kanalmi bola publikovana v roku 1996 [36]. Pokrok za posledné
desatrocie v tejto oblasti je nesmierny. Niet divu, ved utoky postrannymi kanalmi
su jedinou moznost ako zlomit dnesnu i budicu kryptografiu. Tato praca sa zaobera
utokom korelacnou analyzou spotreby na DSA a ECDSA, a implementaciou p6vod-
ného originalneho McEliece kryptosystému s verejnym klu¢om (McEliece PKC) ob-
sahujuc nastroj na meranie tniku informacie postrannym kanalom. V praci je CPA
utok na DSA a ECDSA vylepseny a je tu tiez diskutované u¢inné a efektivne pro-
tiopatrenie voci tomuto utoku. V praci je dalej prezentovana implementéacia original-
neho McEliece PKC s nastrojom na meranie zvolenych typov tinikov. Moznosti tohto
nastroja si v praci aj demonstrované, ako aj analyza doby vypoctu v spojeni s vnasanim
chyb, ktora je tiez vylepSena. Navrh efektivnej metoédy pre vypocet p-tej odmocniny v
kone¢nych poliach charakteristiky p je uvedeny ako posledny vysledok. Praca uvadza
sucasny stav problematiky, metodologiu, ktora mapuje analyzované kryptografické
implementacie, meracie nastroje, a metody utokov, ktoré boli pouzité na dosiahnutie
popisovanych vysledkov. V zavere je praca zhrnuta.
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Abstract

Side-channel attacks are here as long as cryptography exits. However, formally, the
first work was published in 1996 [36]. Tremendous progress has been made in this
field in past decade. Indeed, side-channel attacks are the only way how to break today
cryptography, and moreover, they are everywhere. This work deals with correlation
power analysis of ECDSA and implementation of McEliece Public Key Cryptosystem
(McEliece PKC) with embedded leakage measurement tool. The CPA attack against
ECDSA has been improved, and an effective and efficient countermeasure is discussed.
The original McEliece PKC has been implemented together with the embedded leak-
age measurement tool. The measurement tool is demonstrated as well as timing fault
injection analysis which is also improved. The proposal for efficient computation of
p-th root in extended finite fields of characteristic p is mentioned as the last result.
State-of-the-art is provided in the first part of the work. Then the methodology maps
analyzed cryptographic implementations, used measurement devices and attack meth-
ods, which were used to achieve desired results. Finally, the work is concluded.
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Chapter

Introduction & Motivation

IDE-CHANNEL attacks play role in wars and espionages as long as cryptography
S exits. Hackers and crackers use side-channel attacks naturally. However, for-
mally, the first work was published in 1996 [36]. Vast progress has been made in this
field in past decade. Today cryptography is very robust against linear, differential,
and algebraic cryptanalysis. Nevertheless, side-channel attacks still remain big threat.
Cryptography resistant to quantum-cryptanalysis is vulnerable as well since it must
also be implemented to real devices. Essentially, it is not problem only of the imple-
mentation itself. This problem is also at the levels of the implementation description
and the cryptographic algorithm design.

Indeed, side-channel attacks are the only way how to break today strong cryp-
tography. A cryptosystem may have got so big vulnerability that its secrets can be
revealed using information about computation time or electromagnetic emanation, or
by achieving an invalid state, or by fetching in an invalid input. Therefore, it is very
important to investigate possibilities of side-channel attacks and how to be effectively
protected against them. Designing and implementing an effective, moreover efficient,
countermeasure is not trivial because by implementing a countermeasure another leak-
age can be produced, and one type of countermeasure does not cover all leakages.
Furthermore, there are 2nd and 3th order attacks against protected implementations.

State-of-the-art with scale and steps of side-channel attacks are provided in the
first part of this work. Discussion trough attacks, which destruct or do not even touch
the device, or which observe only or act with the computation, is provided. Data or
operation dependent behavior of the cryptographic product is exploited in order to
reveal the secret. Countermeasures, masking and hiding of the exploitable behavior,
are discussed. Methodology maps analyzed cryptographic implementations, devices,
and attack methods, which were used to achieve described results.

The CPA attack against integer multiplier with one constant secret operand was im-
proved. This achievement was demonstrated on the 16-bit integer multiplier in FPGA




in the work (Repka, Varchola, and Drutarovsky [58]). Thanks to this improvement, the
CPA attack can be simulated and more blocks of key can be guessed.

Despite the original McEliece PKC [42], is post-quantum cryptosystem, it is not
an exception as regards side-channel attacks. The original McEliece PKC providing
test vectors and embedding leakage measurement tool was implemented, and the im-
plementation was described in the work (Repka [52]). Using the embedded tool the
implementation can be used to analyze various leakages. The tool is presented on
several examples this work.



Chapter

State of the Art

2.1 Side Channel Kinds

There exist several kinds of side-channels which can be exploited by an adversary. The
most common side-channels nowadays are electromagnetic emanation, power con-
sumption, computation time, light (photon emission), sound, residual data,
and' also nonﬁst?mdjdrd behaYlor of a Table 2.1:
device (fault injections, for instance,

List of the most common side-

i channels
to achieve buffer overflow or another
%nvahd sFate, or ﬂlppmg bits of an Side-channel Reference
intermediate result in memory using
laser beam, or changing clock fre- Power consumption [35], [9]
quency) or nonstandard behavior of
an algorithm (like fetching invalid in- Electromagnetic emanation | [47], [14]
puts to achieve buffer overflow or also
errors in output of the algorithm in- | Software defined radio [23]
dependently of the device). The elec- .
¢ . L Computation time [36], [11]
romagnetic emanation 1s very com-
mon and dangerous 51de'-channe1 be- Sound [22]
cause the electromagnetic emanation
can propagate across walls to far dis- Photon emission [30]
tances. For instance, it is possible to
reveal which keys were pressed when Nonstandard behavior [4],[80]
a password was being typed in. Fault
injections attacks are very powerful Residual data [26]
because they can involve very clear Social erei ]
and very sensitive information, but, ocC1al engineering [25]

in many cases, especially in the case



of injecting the physical errors, a close access to the sensitive parts of the device and
very good knowledge of the algorithm implementation is needed. Even timing attacks
are very dangerous because they can be performed remotely without letting any mark-
able footmarks. The most common side-channels are listed in Tab. 2.1.

2.2 Scale of Side Channel Attacks

Side-channel attacks can be scaled regarding the manipulation by computation, re-
garding the destruction of the device, and regarding the analysis performed.

2.2.1 Scale regarding the manipulation by the computation

Regarding the manipulation by the computation, side-channels attacks are divided to
active and passive attacks.

Passive attacks do not interfere with the computation process, they just trace or
observer the standard physical behavior. As an example of passive attacks, there is a
timing attack focused on CACHE of CPU [38].

Active attacks affect the computation process in order to cause an error (fault in-
jection attacks). This error can be introduced in to the computation via incorrect or
invalid input or also by changing a physical property (temperature, voltage, clocking,
capacitance) of the device. The supposition for the physical fault injections is that the
adversary has access to the device and he/she knows details about the implementation
and the technical realization depending on the introducing type of errors. The device
independent algorithm based fault injections can be performed remotely. However, in
order to know what invalid inputs can provide a sensitive information, cryptanalysis
of the algorithm must be made. In the paper [19], there is an example of this kind of
attacks entering invalid elliptic curve points, and, in the work [70], many methods of
error injections via changing physical properties are listed. For instance, one can use
a laser beam or electromagnetic discharger to flip a bit in memory, or one can use a
microprobe to manipulate signal in buses. The work [4] explore efficient and practical
methods for fault injections.

When attacking a true random generator, the adversary intends to bias statistic of
the generator. This can be achieved, for an example, by activity of electromagnetic
field, or by changing voltage or clocking [41], [10].

2.2.2 Scale regarding the destruction of the device

The scale regarding the destruction of the device is divided to noninvasive (the device
is not destructed at all), semi-invasive (the device is damaged, but it is still bale to
operate), and invasive (the device is destructed, it is not able to perform its function at



all). The subjects of the tampering are commonly ASIC, FPGA, pController, CPU, and
their embedded flues, memories, buses, multiplexers, and registers.

As an example for the noninvasive attacks, there is a timing analysis of CACHE.
In the papers [82], [8], there is CACHE timing model described. This model has been
validate on different implementations of AES. Also electromagnetic emanation anal-
ysis attacks can belong to noninvasive attacks. Computation time analysis of Diffie-
Hellman, RSA, DSS can be found in [36]. The most dangerous remote attack is based
on electromagnetic emanation side channels [47], especially in the case of smart cards
(ECDSA [32]).

The work [70] deals with invasive and particularly by semi-invasive side-channel
attacks. In this type of attacks, the cover of chip is removed usually by an acid, scalpel,
or a laser cutter. Afterwards, buses, or embedded memories can be analyzed. There
are also backtracking imagining techniques which use a light of different wavelength
(UV, X-Ray, IR, sono, laser). Also power consumption side-channel, like correlation
power analysis ([9], [38]) or many fault injection attacks, like differential fault injection
analysis ([61]) are very often semi-invasive.

2.2.3 Scale regarding the statistical analysis

The statistical analysis play a big role in side-channel attacks. The statistical analysis
is used to distinguish between possible key hypotheses, and thus reduce the size of the
set of possible keys to a size that can be searched through in a feasible time. Note that
also non-probabilistic analyses have been tried to use, such as, for instance, SVM [27].

2.2.3.1 Simple analysis

In some cases the cryptosystem’s physical behavior leaks so much that the secret can be
guessed using only few signal records (traces). This case happens often for operational
dependences, for example, if the operation and data flow is driven by values of bits of
the secret. Conditional branching and loops provide the sensitive leakage. Work [19]
contains some examples on simple analyses. Also the cold boot attack [26] is instance
of the simple analysis.

2.2.3.2 Univariate and multivariate analysis without templates

In this case the adversary analyses big number of signal traces. If he/she is guessing
one variable, then it is univariate analysis, and if he/she guesses two or more variables,
it is multivariate analysis. Special instances of multivariate analyses are High-Order
analyses [44] which are used against cryptosystems protected by masking. As example
[40], there are analyses like difference of means, distance of means, various correlation
coefficients, conditional entropies [6], and also another non-probabilistic methods [27].



2.2.3.3 Univariate and multivariate analysis with templates

If the adversary can moreover make statistical profile of the device performance, we are
talking about profiling or template analyses. These attacks are very powerful attacks
[43]. Such attacks use more sophisticated description of the sensitive leakage [71], like
stochastic methods [64], multivariate Gaussian distribution [62], multivariate regres-
sion, and conditional entropy (Mutual Information Analysis — MIA [6]). These attacks,
however, need to have access to the same device (or another instance of the device) be-
fore the attacks are performed, in order to make the statistical profile of the leakage
(the templates).

2.3 Steps of Side Channel Attacks

Generic steps of side-channel attacks are expressed in this section. There are four
main steps, namely side-channel analysis, leakage modeling, measurements, and dis-
tinguishing respectively.

2.3.1 Side-channel analysis

The first step in side-channel attacks is to find the exploitable vulnerability of the cryp-
tosystem. In this step, an adversary collect the most information possible to get, like
information about the cryptographic algorithm, its implementation, the platform it is
implemented on, and also about the environment. This information is then analyzed
in order to find weak points which can be misused. Very often it is enough to know the
architecture of the cryptographic algorithm and the architecture of the cryptographic
device. From the knowledge of the architecture, the adversary can find registers, which
register a sensitive intermediate result, whose power consumption or electromagnetic
emanation contain a sensitive leakage, or find multiplexers which root a sensitive in-
termediate result which can be after fault injection to the multiplexers routed to the
output, or possible vulnerabilities for buffer overflow.

The output of this side-channel analysis are some knowledges about what side-
channels provide signal which contains a sensitive leakage, which method can be used
to measure the signals, whether there are methods to effectively model the leakage
or exploit the vulnerabilities, what statistical methods can be used for distinguished
between hypotheses.

2.3.2 Leakage modeling

When the leakage point is known. The adversary looks for possibilities how to model
the leakage, and how to reveal the most clear information of the leakage. The model is



then used in distinguishing between possible hypotheses about the secret the adver-
sary wants to reveal.

There are two different approaches to model the leakage signal. The adversary
must make the model of the signal assuming all the possible data that can be processed
or all the possible operations that can be performed. The adversary makes the model
for data processing performance if the adversary desires to exploit data dependency,
while the adversary makes a mode for operation performance if the adversary wants
to exploit operational dependency.

The first approach is used in the case the adversary has access to the device and
the adversary can control the device so he/she can chose inputs, keys, and output of
the cryptographic device. In this case the adversary will construct statistical profile, or
templates, for all the possible data that can be processed or all the possible operations
regarding what he/she wants to exploit. These are template attacks, and they are very
powerful because the model is very precise. Essentially, it neglect nothing.

The second approach is to use a top level common models like Hamming Weight or
Hamming Distance Power Models (HWMP, HDPM). When HWPM is used, the power
consumption is assumed to be proportional to the number of bits set to logic 1’ of the
processed sensitive variable. However, the HWPM is not sufficiently accurate because,
in reality, the power consumption depends rather on the occurrence of bit transitions.
Therefore, an adversary will probably use the HWPM only if one of the two consec-
utive states of the sensitive variable is not known. Since the power consumption de-
pends mostly on occurrence of transitions at the output of the logical gates, the HDPM
is more accurate.

Table 2.2: Dynamic Power Consumption for Hamming Weight and Hamming Distance
Power Models which are commonly used

HD=0 HD=1
HW =0| 0—=0 1—0
HWV =1| 1—=1 0—1
Dynamic Power No Yes
Consumption:

Such models are less precise, because they neglect many factors, like glitches,
length of buses and wires and another kind of parasitic capacitance, combination logic
around, and other noise. The more fitting the model is, the better success rate and
errors achieves the attack. Therefore, if the adversary would have got the hardware
description sources or configuration files, EDA tools can be used for modeling at a
lower level with much better fitting. The more the adversary knows about the imple-
mentation, the more fitting model the adversary can produce. In the following text
below, we discuss the most common power models used by adversaries.
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Figure 2.1: Various measurement points for power analyses.
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Some works claim that 1 — 0 transition can be neglected, since the corresponding
dynamic power consumption is less significant than in the case of 0 — 1. Sometimes
the power model is made so those transitions are weighted. But if the power model is
weight than the attack is going to be considered as a template attack, so maybe rather
than weight the power model, make statistical templates of signal while prepossessing
know data. Power consumption can be inversely proportional to the HW and HD in
many cases, such as in our case of CMOS devices.

Outcome of this step are model or templates for data, which are used to distin-
guishing between possible hypotheses about what data was processed in reality.

2.3.3 Measurements

The next task in a side-channel attack is to measure the signal that contains the sen-
sitive information. This work is focused on power analysis, thus we are talking about
various measurement points for power consumption measurements. The most com-
mon methods are depicted in Fig 2.1.

It holds that the closer to the leakage source the measurements are, the more qual-
itative information is recorded. When measuring the signal containing the sensitive
leakage, it is very crucial to measure the leakage as clear as possible. The quality of
the information involved in the measured signal is expressed by signal to noise ratio



(SNR). More about SNR is in [40].

What makes an attack semi-invasive is the method of the measurements. If the
electromagnetic emanation can not be used or the signal is not clear enough, the ad-
versary must get closer to the source. That means that he/she must open the device.
It is possible if the device is not protected by detection of opening and manipulation,
like filing and signeting of screw holes, flaws, or capacitance and temperature or elec-
tromagnetic sensitivity. However, if the electromagnetic emanation is still not possible
to capture even afterwards the device was opened, for instance, because of the FPGA
shielding, and also when the capacitors (Items 3 and 6 in Fig. 2.1) are shielded, then
the adversary still can decapsulate the cover and use laser cutter to remove the shield,
or flaws, or cut the power supply of the core and connect it to its own spatial circuit to
power supply the core. The special circuit for power supply is designed by the adver-
sary for the special purpose of measuring the power consumption or electromagnetic
emanation of the core. It contains filters and another magic to measure as clear leakage
as possible. Especially, charging of the certain parts of the circuit of the core is inter-
esting and brings the most clear information. For instance, when sensitive registers
change their state from 0 to 1 on their outputs, the interconnected part of the circuit,
for which this change applies, must be charged. Because the charging must be very
fast, capacitors are used to charge the circuit in the time. Indeed, measurement point
3 and 6 in Fig. 2.1 should are the most information bringing measurement point of the
all measurement points depicted. And that is true.

Output of this step are records of the signal that contain the leakage. The records
should be processed to make them ready for distinguishing. Here comes traces aligning
and noise removing. Then a post-processing method is used to compress traces. The
goal is to have as low number of final records as is possible and to gain the most clear
leakage it is possible. Te trace aligning is the most critical. It must be known exactly
where the sensitive operation is performed or data are processed, and according this
point all traces must be aligned. Standardly, trigger signal is used, but the trigger signal
must be also implemented what means the attack active. Further for traces aligning,
detection of certain operations which can slave as a start point, and various signal
processing methods, like Phase-Only Correlation [31] can be used. The most usual
methods for compressing are averaging or computing median on intervals of traces.
From compression of the traces also Principal Component, Cluster, and Discriminant
analyses can be used. Next usual option is to use SNR to identify which parts of traces
can be neglected.

2.3.4 Distinguishing

The final step in side-channel attacks is to distinguish between possible hypotheses
about the secret. The hypotheses were made in the step leakage modeling. The dis-
tinguishing is conducted comparing the measured data with the leakage models or



templates. The comparison is realized using the chosen analysis (simple, without tem-
plates, with templates). When an attack without templates is performed, the leakage
model is not very fitting, therefore also the comparison will not provide perfect an-
swer. Hence, we rather talk about ordering the hypotheses according the results of
the comparison. The most fitting hypothesis to the measured signal will have the first
position, and the worst fitting hypothesis will have the last position. Indeed, the most
fitting hypothesis is the most portable, and the adversary will try the hypothesis as the
first. Therefore, we can talk about a complexity of the attack.

The complexity is computed as the number of remaining hypotheses taken to the
account after the side-channel attack distinguishing step. The hypotheses that are
taken to the account are then tried, and it is assumed that in the considered hypotheses,
there is the one that is correct. How many ordered hypotheses to consider is a next
question we deal with in Chapter 5. The next factor for the side-channel attacks is also
success rate.

The success rate means the probability the side-channel analysis provide good an-
swer regarding the complexity. Of course, the more complex the attack is the more it
is successful. Theses two factors, the complexity and the success rate, depend on all
the steps, the chosen side-channel, the leakage model, the measurements, and also on
distinguishing method used.

The outcome of this step is vector of the chosen number of the first ordered hy-
potheses. The number is chosen maximizing success rate, but it is limited by available
computation power. The boundary is around 2%° nowadays.

2.4 Countermeasures

The goal of each countermeasure is to make the physical behavior independent of the
data processing or operation performing, or to detect a tempering with the device in
order to delete all the sensitive material.

The detection can be made by checking voltage, capacitance, and electromagnetic
field, and when a change is detected the reaction is to delete the sensitive data, like key
material. Those are active detections. Passive detection is when the device is protected
by filing and signeting of screw holes. In this case the attack can be still performed,
but it can be detected.

There are two methods to make the device behavior, like power consumption, in-
dependent of the data processing and operation performing, and those are masking
and hiding.
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2.4.1 Hiding

The goal of hiding is to make an additional noise or make the power consumption con-
stant. If the intend is to hide the exploitable signal in noise, then a noise generator can
be added, or an additional logic is added in order to produce noise. Another technique
is based on random dummy cycles, or random independent operations performance.
If there is the intend to make the power consumption constant, the Dual Rail Logic
(DRL) [13] can be used. The advantage is that the power consumption is really inde-
pendent of data and operations. The disadvantage is that the power consumption is
constantly maximal. If we would talking about making constant computation time,
the “for”” loops must not be interrupted if the results is computed, and the conditional
branching must be made in the way that every branch must take the same time or
power consumption depending on the side-channel. For instance, if all the operations
are performed on all the branches but only the desired output of the certain branches
are taken. More about all the techniques can be found in [40].

2.4.2 Masking

Masking [5] is based on randomizing being processed data in order to randomize physi-
cal behavior of the device (power consumption) and make so the behavior independent
of the data. Random secret mask is applied subsequently step by step to the intermedi-
ate results of the algorithm. Data are masked at the input and demasked at the output.
The output mask is computed from masks which were applied during the algorithm
performance. Secure masking should meet these rules:

1. Mask is secret value that is generated within the device. The value of the de-
masking mask, and the masked values are computed inside the device securely
considering side-channels. All masks, even the demasking one, are secret.

2. A new random mask must be applied at the input to the device, and new random
mask must be applied to the each intermediate result before each next operation.
That means, before registering new state, mask is applied. Data are demasked
only at the output of the device. Thus,the data are demasked only after the final
registration, when data are read of the output.

3. Each mask must be independent of the other masks. Every possible input to
a function must be possible to obtain by masking of any possible input of that
function. All the possible masks, and thus also possible masked input values,
must be used with the same probability. Masks must be uniformly generated by
a cryptographic generator.

The most common methods are additive masking, boolean masking [39], and mul-
tiplicative masking [3]. If the masking is applied to data which enters into a linear
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operation, the masking is easy to implement. However, if the operation is nonlinear,
the masking is not so easily applicable. We will demonstrate this on AES S-box.

y = 9S(x). (2.1)

If the S-box is implemented as a table-look-up, then 256 different (masked) S-boxes
must be stored in memory, or computed on-the-fly. The mask m will then address the
masked S-box so that

Ym = Sm(x ®m). (2.2)
The masked S-box is constructed as
Sp(x & m) = S(x) ®m. (2.3)
Therefore,
Y = Ym B M. (2.4)
This approach is not perfect since the Eq. 2.3. Better approach is to use two masks.
Ymy = Sml,m2 (I ® ml)‘ (2-5)
Sm17m2(x S5 ml) - Sm1(x D ml) Dmo = S(l’) O my @ mo. (2.6)
Y = Ymy D M1 G mo. (2.7)

The multiplicative masking can be demonstrated on the case the S-box is imple-
mented in the logic. The S-box is expressed as y = Az~! @ b € GF(2®). Using the
multiplicative approach, the S-box can be masked as

Ym = Az -m) P ®b-m, (2.8)

Y =Ym - M. (2.9)
An example of provably secure masking of AES can be found in [63]. In the work [3],
an effective method for switching between boolean and multiplicative masking can be
found. Multiplicative masking can be also demonstrated on RSA. At the input of the
decryption algorithm, new mask m is applied on the input message =z,

Ym = (zm®)? mod n, (2.10)

y = ymm " mod n, (2.11)

where e is public and d is private, and m € Z. Exponent d can also be masked.

For masking and hiding elliptic curve cryptography, see comprehensive state-of-
the-art [19], and for a survey of methods for protecting McEliece PKC, consult works
(Repka and Cayrel [54]) or (Repka and Zajac [59]).
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Chapter

Goals

3.1 Improve CPA of 16-bit Integer Multiplier in FPGA

The goal is to look at a possibility to guess a constant operand of a 16-bit integer mul-
tiplier in FPGA from generic point of view. This constant operand has been multiplied
by known ordered set of second operands. In order to distinguish between possible
hypotheses about the value of the constant operand, correlation coefficient should be
used. That means, there are not special analyses or preprocessing techniques, nor spe-
cial side-channel-leakage models used. There is only the classical correlation power
analysis employed. The goal is not to adjust the analysis of the multiplier implementa-
tion to gain the best success rate, and make it appropriate for the one implementation
instance, but rather see such generic attack possibilities.

We can expect more than one HWPM/HDPM key hypothesis remaining after CPA,
even using simulated leakage, since multiplication by a constant is a linear function,
while for an example, if attacking AES S-Box, there should be identified only one key
hypothesis because it is nonlinear function at all. This goal is to look at possibilities
how to improve this kind of attacks to reduce the linear impact by only using the same
traces and the same generic method.

In this linear case, CPA using measured power traces achieves better success rate
than CPA using simulated power traces. Often vulnerability of cryptosystems to this
kind of attacks is approximated by using only simulated power traces. Therefore, it is
valuable to analyze possible errors of approximations based only on simulated data.

Implement an application for measurements & analyses in order to perform CPA
attacks and investigate its properties. This application should be able to control a
measurement device, and a cryptographic device remotely, and it should be able to
automatically perform measurements and analyses. Finally, Propose a countermeasure
against the CPA attack to (EC)DSA.
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3.2 Timing Fault Injection Analysis of chosen steps
of McEliece PKC

There exits only a few implementations of McEleliece PKC. Many of them bypass the
original proposal of McEliece particularly because of the size of the key pairs. First,
implement the original McEliece PKC [42] with unfixed parameters, which will produce
test vectors for all the important intermediate results and implement a tool for chosen
leakage measurements. Using the implementation of the original McEliece PKC and
the application for leakage measurements & analyses perform timing fault injection
analysis of chosen steps of McEliece PKC.

14



Chapter I

Methodology

4.1 Analyzed Implementations

Generally, attacking ASICs is harder than attacking FPGAs, and attacking FGPAs is
harder than attacking pControllers or processors. Processors and pControllers are
easier attackable as far as they have symmetric buses of constant length and width.

4.1.1 DSA & ECDSA: 16-bit integer multiplier in FPGA

The sensitive integer multiplication is the multiplication kr, where r is known and &
is the private key. In this work, we call k as the constant operand or key, and we call r

Algorithm 4.1 Digital Signature by ECDSA

Require: Private key k, Message m, Domain parameters (x, (G, q).
Ensure: Digital signature (r, s) of the message.
1: Generate randomly and uniformly nonce n, 0 < n < q.
Calculate the curve point (z1,y1) =n x G
r = (x; mod q).
if 7 is 0 then
GOTO Step 1.
end if
s =n~1 (Hash(m) + kr) mod q.
if sis 0 then
GOTO Step 1.
end if

: return (7, s).

—_ =
= O

15



as the second operand of the multiplication. This sensitive multiplication is performed
in the DSA as well as in Step 7 in the ECDSA (Alg. 4.1).

A 16-bit integer multiplier is implemented in FPGA. The FPGA has further imple-
mented only the necessary functionality for our experiments. The power consump-
tion has been measured during multiplication of k£ by known ordered set of second
operands. The CPA analysis targets power consumption caused by registers that reg-
ister results of multiplications. It is generally accepted that the power consumption of
registers is linearly dependent on number of 1 — 0 and 0 — 1 transitions. Thus, the
power consumption can be simulated by the HDPM which is better fitting than the
HWPM. However, measured power consumption will be noised by other functionality
of the FPGA, which runs parallel, and also by the environment. Consider now Signal
to Noise Ratio. In our case of analysis, signal consists of dynamic power consumption
caused by the 32-bit registers for multiplication results. The noise signal consists of
dynamic power consumption caused by LFSR (used to generate the known ordered set
of second operands), state machine (used to control dataflow), UART (for communica-
tion), and signal added by environment and measurement.

This implementation was made at the Department of Electronics and Multimedia
Communications, FEI-TUKE, Kosice in Bratislava by Michal Varchola et al., and it was
used to achieve desired results which were presented in the work (Repka and Varchola
[57]) ,wherein it is shown that CPA using measured power traces is better than CPA us-
ing simulated traces, the errors of approximation of CPA success rate and complexity
are investigated in Sec. 5.1.4, and finally the CPA of an integer multiplier was im-
proved eliminating the error of the approximation based on simulated power traces.
Thanks to the imporvement the CPA is more successful and more blocks of the key
can be revealed. The improvement is demonstrated in the work (Repka, Varchola, and
Drutarovsky [58]) on the 16-bit integer multiplier in FPGA.

4.1.2 McElice PKC in 64-bit CPU

The original McEliece PKC proposal is interesting thanks to its resistance against all
known attacks, even using quantum cryptanalysis, of course, in an IND-CCA2 secure
conversion. We made a generic implementation of the original McEliece PKC proposal
(Sec. 5.4), which provides test vectors (for all important intermediate results), and also
in which a measurement tool for side-channel analysis is employed (Sec. 4.4.2). To our
best knowledge, this is the first such an implementation. This Calculator is valuable in
implementation optimization, in further McEliece/Niederreiter like PKCs properties
investigations, and also in teaching. Thanks to that, one can, for example, examine
side-channel vulnerability of a certain implementation, or one can find out and test
particular parameters of the cryptosystem in order to make them appropriate for an
efficient hardware implementation. This implementation is available [1] in executable
binary format, and as a static C++ library, as well as in form of source codes, for Linux
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and Windows operating systems.

Since we have Post-Quantum PKC in the secure cryptosystem property setup [18],
the only possibility how to break this PQ-PKC is via side-channel attacks. Recently,
several side-channel attacks have been published [75, 66, 74, 76, 77]. It is possible to
attack key generator, decryptor, and also encryptor. We stressed only the Patterson’s
algebraic decoding algorithm used in the decryption process. By the tool, secret er-
ror vector, secret permutation, and secret goppa polynomial can be guessed, and the
success rate of the guessing can be evaluated.

This implementation was published in the article (Repka [52]). More about code-
based cryptography and post-quantum McElice PKC can by found in our work (Repka
and Cayrel [54]). For McEliece PKC like cryptosystems, we summarize security in
work (Repka and Zajac [59]).

4.2 Analyzed Devices

4.2.1 Altera DISIPA FPGA board

For the DSA and ECDSA implementation (Sec. 4.1.1) analyses, we used our novel ex-
perimental platform (Fig. 4.1) for measuring power consumption of FPGAs (namely
the Altera Cyclone III). The system provides the following features:

1. Measurement points (Fig. 4.1);
2. EMI shield which protects against electromagnetic pollution;

3. Strong Murata filters are assembled on a power line in order to minimize noise
from the power supply.

The FPGA and measurement points circuitry have their own chamber in the shield.
All: linear regulators + filters, configuration circuitry, input/output circuitry, and the
main Murata filter have separate chambers as well. Described improvements enhance
signal-to-noise ratio of the leakage, or in other words will reduce the number of traces
needed for a successful DPA attack. We want to get as clean leakage signal as possible
in order to assess the strength of particular countermeasures. We are curious, if sim-
ple (but efficient) EMI shielding, or the usage of another measurement point causes
otherwise secure DPA countermeasure to be inadequate.

Up to now, we have found that the selection of measurement points matters. The
voltage drop on a series measurement resistor is definitely not the best choice. We
found out that the voltage on the decoupling capacitor (Fig. 4.1.c) gives us the best
results.
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This implementation was made at the Department of Electronics and Multimedia
Communications, FEI-TUKE, Kosice in Bratislava by Michal Varchola et al. Performed

analyses using this device was published in (Repka and Varchola [57], and Repka, Var-
chola, and Drutarovsky [58]).

1.2V 5 1.2V
Lbo[ L L° LDO [ L L
(E)—e—{ FPGA
c3|

C) d)

Figure 4.1: Schematic diagrams of measurement points in the DISIPA FPGA board.
a) current flow from a linear regulator to the FPGA; b) current flow from the power
supply to a linear regulator; c) the voltage on the decoupling capacitor; d) current flow
from a decoupling capacitor to the FPGA.
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Figure 4.2: Top-Level Measurement & Attack Setup.

4.3 Measurements & Attacks Setup

The measurement setup is depicted in Fig. 4.2. An user uses notebook as an evaluation
and management work station which is equipped with applications for measurements
and analyses (Sec. 4.4). The workstation manages the whole attack process. It sends
data to the cryptographic device (Sec. 4.2); it also sets up the measurement device, in
our case one of the oscilloscopes in Sec. 4.5; and finally, it performs the mathemati-
cal part of the analysis, the correlation computations, success rate evaluations, and it
further traces various indicators in various trends as mentioned in Sec. 4.4 and 4.6.
The cryptographic device starts measurements by a trigger signal (Sec. 4.5.3), which
is scanned by the measurement device. Thanks to this, power traces can be easily
aligned.

4.4 Measurement & Analysis Tools

4.4.1 Application for power consumption measurements & anal-
yses

This C++ application can provide comprehensive data for analysis of CPA. It provides
multi-threading features thanks to which conducted analyses are very fast if used on
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multi core processors. Thanks to the modularity of the application, the application
can be enhanced to future attacks and various leakage models. This application im-
plements also interface for oscilloscope remote controlling, and it is designed to be
used in the measurements & attacks setup in Sec. 4.3. The application is configured
using initialization files with the .ini suffix. The application traces various indicators
in various trends such as listed bellow. The application is designed and developed so
it can measure and process millions of power traces independently of operation mem-
ory of the computer. For instance, when one power trace has 2000 samples (50ns), the
acquisition of 1M of power traces using the oscilloscope LeCroy WavePro 740Zi takes
65 seconds.

4.4.1.1 List of indicators

Correlation coefficient for the correct key hypothesis. Since the CPA is imple-
mented in this application, the maximal correlation coefficient is recorded for
the correct key hypothesis separately. This correlation coefficient is then printed
into the output file for various trends described bellow.

Difference of correlation coefficients for the correct key hypothesis and incorrect
hypothesis. It is the difference of correlation coefficients for the incorrect key
hypothesis with the maximal correlation and the maximal one for the correct
key hypothesis. This value is than printed into the output file for various trends
described below.

Order of the correct key hypothesis. Essentially, the correlation coefficient is used
to order the key hypotheses in the way that the key the most correlated hypoth-
esis is the most probable candidate to the correct key, and thus it has the first
position. This value is than printed into the output file for various trends de-
scribed below.

Time moment with max correlation for the correct key hypothesis.
The correlation matrix can have more columns than only one. Each column
in the correlation matrix is for a time moment (a power trace sample) or time
interval (interval of power trace samples that was preprocessed, for instance av-
eraged). Hence, it is an index of the correlation matrix column in which the
correct key hypothesis achieved the maximal correlation coefficient. This indi-
cator is traced for various trends.

Success rate of CPA attack. This is relative count of occurrences of the event that

the correct key hypothesis was in the first D positions. The D is called threshold
and can be configured as a vector traced of thresholds.
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Fitness of simulated attack. Thisapplication computes all the above trends for mea-
sured as well as for simulated power traces. Success rate of CPA attack differs
according to the fact whether simulated power traces or measured power traces
were used. Regarding the fact the simulated power traces are simulations only,
and the measured power traces are the reality, this application record intermedi-
ate values to estimate errors of the first and second type, o and 3, see Sec. 5.1.4
for definitions and more details. Those errors are traced for all the mentioned
trends.

4.4.1.2 List of tracing trends of the indicators

Al the indicators can be recorded with respect to the following variables. These pa-
rameters are configured in measurements.ini file.

Part of power trace. This defines the interval of power trace that is considered for
analyses. It is used if the power trace is long, and the sensitive information is only
in the certain interval in the power trace. If we have no knowledge which part
of the power trace it is, we can configure the application for analysis of interval
of various length at various positions of the power trace in one turn. This can
be used in order to determine the most valuable part of the power trace. Using
this feature, we found that for the CPA, it is the most valuable to take the whole
cycle when the sensitive intermediate result is registered. This number can be
configured as a start, step, and stop value.

Length of preprocessing interval. This value determines number of intervals to
which the considered part of the power trace is divided. These intervals are then
represented by an average value of each interval. The measurements can be con-
figured to analyze various lengths of preprocessing intervals in one turn. Using
this trend we found that, for the CPA, it is the best to averaged the power trace
of the whole cycle within which the sensitive intermediate result is registered.
This number can be configured as a start, step, and stop value.

Number of power traces. Using this parameter, one can configure how many power
traces to record for an attack. This number can be configured as a start, step, and
stop value.

Vector of thresh holds. This is the vector of thresholds D;. The success rate o and /3
are computed according to these thresholds. It is tested whether the correct key
hypothesis index is less than these thresholds. These thresholds than provide
view of complexity of the CPA attacks because, essentially, it is a number of
ordered key hypotheses that must be take to the account after the CPA. It is
because the correct key hypothesis is on the first position very rarely, therefore
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we must consider more ordered key hypothesis in order to have the correct key
hypothesis between them.

4.4.2 Application for time measurements & analyses

This measurement tool is the side-channel leakage measurement tool Repka [52] em-
ployed in the Patterson’s algebraic decoding algorithm (Alg. 5.5). As we mentioned
above, using the tool, secret error vector, secret permutation, and also the secret goppa
polynomial, can be possible to guess. Moreover, power consumption and electromag-
netic emanation leakages can be simulated using the measured data provided by this
tool.

4.4.2.1 Measurement Type 1

This measurement type records average computation time, standard deviation of the
computation time, and if applicable, average values and standard deviations of Ham-
ming Weights and degrees of polynomials processed, and steps performed, during Pat-
terson’s algebraic decoding algorithm defined in Alg. 5.5. The purpose is to measure
these Indicators (Tab. 4.1) dependency on HW(e), see Tab. 4.3. Hence, output file
of this measurement type is composed as follows. As the first column there is the
HW (e) growth according to that Indicators are recorded. Since there is a possibility to
make such record for many random key-pairs, for the next key-pair there is the next
such record separated by empty row. As the last data in the measurement file, sum-
marization over all the key-pairs is placed. At the beginning of measurement file the
measurement setup, such as stated in Tab. 4.2 is placed.

The average values and the standard deviations are computed from nTests encryp-
tions. The measurement file contains nRandKeyPairs measurement records, each for
one random private key. Examples can be found in graphs depicted in Fig. 5.7 and 5.8.
Optionally, also the test vectors can be stored in the disk as a text file.

4.4.2.2 Measurement Type 2

This second measurement type is designated to measure Indicators (Tab. 4.1) depen-
dency on secret goppa polynomial (Tab. 4.4). Corresponding to each information about
goppa polynomial, Indicators are measured. If moreover dependency on secret permu-
tation is desired to measure, then the flag is_storeKeys must be set to 1. Output file
of a measurement of this type is composed as follows.

At the beginning of the file, the measurement setup is presented. The measure-
ment setup is arranged in the Tab. 4.2. Regarding the measurement setup, afterwards,
information about goppa polynomials (Tab. 4.4), HW (e) (Tab. 4.3), and the measured
Indicators (Tab. 4.1) are stored form left to right respectively. Thus, for each goppa
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polynomial there is a row, which displays also step-by-step HW (e) and indicators for
eachi € [min(HW (e)), max(HW (e))] according the measurement setup.

Such as in the measurement type 1, the average values and the standard deviations
are computed from nTests encryptions. The measurement file contains nRandKeyPairs
measurement rows, each for one random private key. Some examples in form of graphs
can be seen in Fig. 5.9, ..., 5.14. Optionally, also the test vectors can be stored in the
disk as a text file.

4.5 Measurement Devices

Measurement devices and probes used are listed in this section. The measurement
devices and probes listed here were used for power consumption and electromagnetic

Table 4.1: Measurement Type 1: Indicators measured to perform side-channel attacks,
and determine where the leakages occur. Examples in form of graphs can be found in
Fig. 5.7 and 5.8.

Item/Column number | Step of Alg. 5.5 | Indicators: Object
avg(.),
std(.)

1,...,6 1. computation S(Z)
time, deg,
HW

7,...,12 2. computation T(Z)
time, deg,

HW

13,...,18 3. computation 7(2)
time, deg,
HW

19, 20 4. computation EEA
time
yoe., 24 4. deg, HW a(Z)

25,...,30 5. computation o(Z)
time, deg,

HW

31,32 6.,7.,8. computation | e construction
time
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Table 4.2: One measurement file header for measurement setup.

Value Description
m Fom
t deg g(2)
nRandKeyPairs | Number of randomly generated
key-pairs
nTests Number of random messages per
key-pair and HW (e)
min(HW(e)) | Start HW(e)
max(HW(e)) | End HW(e)

Table 4.3: Information recorded about secret error vector.

Item/Column number | Value
1 HW(e)
2,...,n+1 [e]s

Table 4.4: Measurement Type 2: Information recorded about secret goppa polynomial
in order to measure success rate of an attack. Examples in form of graphs can be found
in Fig. 5.9, ..., 5.14.

Item/Column number | Value

L...,(t+1) 90,5 Gt
(t+2),...,2t+3) | HW(go),...,HW(g;)
(2t +4) HW(g(2))
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emanation signal acquisitions.

The time side channel was measured on computer platform by using certain in-
structions for CPU cycles counting for particular processor. The generic CPU Tick
Measurement Library [20] was used.

4.5.1 List of Oscilloscopes

During measurements, the smart, embedded, acquisition memory of the listed oscillo-
scopes in sequence mode was used. Thanks to this acquisition memory, we were able
to achieve very fast signal acquisitions, for instance, when one power trace has 2000
samples (50ns), the acquisition of 100K power traces using the oscilloscope LeCroy
WavePro 740Zi takes 6.5 seconds.

LeCroy WavePro 7200A equipped with 8-bit A/D converter, 2GHz bandwidth, 20GS/s
sample rate, and 10M points in acquisition memory. This device was used to mea-
sure power consumption of FPGA ACTEL FUSION M7AFS600 as voltage drop
on resistor placed on power supply of FPGA core. The probe used was active dif-
ferential voltage probe (Repka, Gaspar, and Fischer [55]). This device was also
used to measure power consumption on the ground of pControler PIC18F2520
using passive voltage probe (Repka [50]).

LeCroy WavePro 740Zi equipped with 8-bit A/D converter, 4GHz bandwidth, 40GS/s
sample rate, and with extended acquisition memory to 128M points. This device
was used to measure power consumption of FPGA ACTEL FUSION M7AFS600
as well.

AGILENT INFINITUM DS0O9404A equipped with 8-bit A/D converter, bandwidth,
20GS/s sample rate, and 10M points acquisition memory. This device was used
to measure of power consumption as voltage on the decoupling capacitor (Fig.
4.1.c) placed on power supply of the FPGA ALTERA Cyclon III core. The probe
used consisted of coaxial cable as passive voltage probe (Sec. 4.2.1).

4.5.2 List of Probes

Here is the list of probes which were used during measurements performed. We list
probes, their connection, and their effectiveness as well.

Passive voltage probe on the ground of pControler PIC18F2520 (Repka [50]). This

is the most noised measurement point, since the ground is shared. This mea-
surement technique would not work properly for hardware platform.
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Active differential voltage probe connected to the resistor placed in power supply
of FPGA core, and other measurement points (Repka, Gaspar, and Fischer [55]).
This is very good, but not the best, measurement point. The signal must be
amplified by good quality low noise amplifier what makes this measurement the
most expensive.

Spot, passive electromagnetic probe which was placed over FPGA core (Repka, Gas-
par, and Fischer [55]), essentially over the part of the FPGA where the sensi-
tive operation is performed. Measurements by this electromagnetic probe can
achieve significantly better quality of acquisition of signal containing the sensi-
tive information than the active differential voltage probe connected to resistor,
but there must be known exact place where the sensitive operation is placed in
the FPGA surface to focus the probe exactly to this place. We focused this probe
to the embedded RAM memories of the FPGA.

Coaxial cable as a passive voltage probe to measure voltage on the decoupling ca-
pacitor (Fig. 4.1.c) placed on power supply of FPGA (Sec. 4.2.1). This is the best
measurement point at all. However, there is very important to use certain capac-
itor. There is possibility use more capacitors of certain characteristics and place
them in certain positions to achieve better acquisition of signal containing the
sensitive information. This measurement method was used for the 16-bit integer
CPA performed in (Repka and Varchola [57]) and improved in (Repka, Varchola,
and Drutarovsky [58]).

4.5.3 Triggering the Signal Recording

There are two possibilities where to trigger an oscilloscope to start recording a signal.
One possibility is to trigger before the operation is performed and the second one is to
trigger afterwards the traced operation is performed. We trigger before the operation
is performed.

The reason why we decided to trigger before the operation performance is that if
the trigger signal was after the operation performance, there would be needed shifting
the timebase to the right. When shifting the timebase to right, the fast acquisition
memory of the oscilloscope is used what significantly reduces the memory available for
the sequence mode of measurements. The acquisition memory is very expensive, and
thus its size is strictly limited. Therefore, in order to have as much acquisition memory
available for the measurements as possible, the trigger signal was placed before the
traced operation performance. In this case, the trigger signal must be delayed because
the trigger signal has non negligible impact to the measured signal that is intended to
be used in the attack. Thus, it is important to wait a while to measure as clear signal as
the signal is not affected by the trigger signal. If the measured signal was affected by

26



the trigger signal, the recored signal would have to be averaged as the impact of the
the trigger signal would be removed.

4.6 Performed Analyses

4.6.1 CPA of the 16-bit integer multiplier in FPGA

In Sec. 5.1 and 5.2, where CPA attack against DSA & ECDSA is analyzed and improved,
we are attacking actually only one integer 16-bit multiplier (Sec. 4.1.1). The integer
multiplier is implemented in the DISIPA FPGA board (Sec. 4.2.1). Further in that sec-
tions, we approximate the attacks complexities and success rates for N blocks of key,
and errors for approximations using simulated attacks. Also the attack is significantly
improved. The analyses preformed were conducted using oscilloscope AGILENT IN-
FINITUM DS0O9404A (Sec. 4.5.1) in measurement & analyses setup in Sec. 4.4, by using
the C++ application for power consumption and electromagnetic emanation measure-
ments & further analyses described in Sec. 4.4.1.

Let x); denotes a vector of M known different second operands. Hence, we have
M second operands known and we know the order they were processed. By z,,, we
will denote the m-th 16-bit second operand.

By L7, we will denote matrix of power traces, where m-th power trace 1,,, . con-
sisting of 7" samples corresponds to processing of the m-th second operand.

While the device is being processing data, the device is emitting some extra (leak-
age) information through its physical behavior dependent on the data it is processing
and operation it is performing. The leakage-information can be for example sound,
light (photon emission), computation time, not only the power consumption of the de-
vice. Therefore, the multiplication process is not only y,, = MULT(z,,, k), but rather

(Y Lnx) = MULT (2, k), (4.1)

where 1,,, , is a leakage that is the power consumption in our case.

The first step of our CPA attack is to choose the leakage point of the implemen-
tation, to which a hypothetical power consumption will be made. Essentially, we are
focused at the power consumption of y,,, registration.

The second step of our CPA attack is to collect data important to reveal the key.
Hence, we must measure the power consumption of the cryptographic device while
it processes different second operands x,. Since we are using HDPM, it is important
to know order in which the second operands was processed. Next, CPA attack needs
to have the power traces aligned. We used a trigger signal that starts power traces
recording at the start of the multiplication. Power traces are then aligned according to
the trigger signal.
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The next step of the attack is to calculate hypothetical multiplication results for
every possible choice of the key - the constant operand. Therefore, we obtain matrix
H )/ i, where K is the number of possible values for key. Thus, in the matrix, each
row is for each second operand, and each column is for each possible value of the key.

By = MULT (2, k'), (4.2)

where k' is a hypothesis to the real k, and h,, ;- is thus hypothesis to the real result of
the multiplication. The number of possible hypotheses £’ is K.

The next step of our CPA attack is to compute hypothetical power consumption
P /-1 k according the hypotheses H ), x, where

Pm k! = HD (hm,k’a hm-l—l,k:’) . (43)

The matrix Pj;_; x contains one row less because of the power model used (Eq. 4.3).
There are many possibilities of power models (HWPM, HDPM, bit power model, zero
value power model, and at the lower level, one can use differential equations). The
lower level of the power model, the precision of the power model is better, but the more
information and greater computational power is needed. In our case, we used HDPM.
Note that we desire to approximate complexity of this kind of attacks in generic sense.
For the approximations, we used only one 16-bit multiplier, and according the results,
we approximated complexities and successes of attacks against key consisting of NV
16-bit blocks, and relevant errors of thees approximations based on simulated power
traces are approximated also.

Now the leakage signal must be compared to the hypothetical power consumption.
In our case, we used a compression method to compress the matrix Ly 1 to vector 1.
We simply computed average value for each row 1,, . of the matrix Ly . The vec-
tor 1, . contains only samples measured during the multiplication result registration
clock. Therefore eachrow 1,,, , is represented by average value [, = avg(l, 1, ..., ln1)-
This also improves the success rate of the attack, since neighborhood samples in the
power traces are correlated. In order to find which of the key hypotheses is correct,
we must compare the hypothetical power consumption to the measured one. As the
comparison method, we used the Pearson’s Correlation Coefficient. Note that accord-
ing to the power model used (Eq. 4.3), the matrix P;,_; x contains one row less, and
one m-th row of that matrix corresponds to the (m + 1)-th element of the vector 1.
Hence, the correlation is computed as:

i = p (Pars (los -5 ) - (4.4)

After the comparison, we obtain a correlation vector rx. According to this correlation
coefficients, we will order the key hypotheses in our attacks. Recall that we know that
the correlation is negative in our case. Therefore, the key hypothesis with the maximal
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Algorithm 4.2 Fault injection & timing analysis of the McEliece PKC key decryption
(Alg. 5.4).
Require: Ciphertext y, number of errors ¢, length of codeword n, boundary ¢.
Ensure: The guess to e.

1: time,e; = measure_time (decrypt(y))

2: fori=0;1<n;i+ + do

3: y: =y @ to_bin_vector (2%)

4: time; = measure_time (decrypt(y;))

5: if (time; < (time,esr —€)) or (time; > (timeyer + ¢)) then

6: time; = 00

7: end if

8: end for

9: ordered_time_vec = ascending order_regarding time ((timei)0<i<n)
10: € = take_first_t_indexes_i(t,ordered_time_vec)

11: return e

negative correlation coefficient we assume to be the most probable and it thus has
the first position. The key hypothesis with the second maximal negative correlation
coefficient has the second position. In our case, we have correlation vector since the
compression of the power traces, but in a case a correlation matrix would have more
than one column, for each key hypothesis only the maximal one is considered.

4.6.2 Fault injection & timing analysis

This method to attack McEleice PKC, can be used to reveal messages, and some times
also to reveal the secret permutation, depending on the certain implementation of the
PKC. The notation used here is defined in Sec. 5.4. This attack is based on the idea
that decryption of cipher text, which has normally ¢ errors, is faster if it has less than
t errors. The algorithm for this attack is listed in Alg. 4.2. This attack is focused on
the McEliece PKC key decryption (Alg. 5.4), and it can reveal value of the error vector.
The parameter ¢ is here to reduce false positives. To prefrom this attack the embed-
ded leakage measurement tool can be used. This tool is demonstrated. We analyzed
computation time regarding the error vector hamming weight of chosen steps of the
decryption process in 5.5. Then we focused on the EEA step for solving the key equa-
tion. The computation time analysis of this step of the decryption was improved 5.6.
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Chapter

Results

5.1 CPA Attack against DSA & ECDSA

5.1.1 Related work & our contribution

In work [32], attack against ECDSA implementation in passive RFID is performed. The
ECDSA implementation is based on 163-bit Elliptic Curve, and the sensitive multipli-
cation is performed using a 16-bit integer multiplier. They demonstrate revealing of
the first 2 16-bit blocks of the one chosen secret constant operand d (private key) that
is denoted as key or k£ in our work. The attack is aimed against Step 5 in the Algo-
rithm 1 (Signature-generation scheme using ECDSA) listed in their work (it is Step 7
in the ECDSA (Alg. 4.1) in our work. The attack is especially aimed against the integer
multiplication dr, where r is known to an adversary (it is public) and d is a private key.

In many works dealing with SCA, often one key is chosen and revealed, many times
it is only a part of the key. In this work, we randomly and uniformly generated 665 16-
bit keys and tried to reveal them. We used measured as well as simulated power traces
using Hamming Distance Power Model. Based on these results, we estimated success
rate and complexity of the attack. The complexity is represented by remaining key
hypotheses after the CPA attack in both cases (measured and simulated power traces).
We also estimated complexity and success of CPA attacks revealing 1 < N < 21 16-
bit blocks of the key. We performed these attacks on FPGA, and note that attacking a
processor or pcontroller can be less complicated than attacking FPGA or ASIC.

Moreover, we improved this attack using second CPA with different, but still generic,
HDPM. While, after the first CPA, it was possible to reveal 21 16-bit blocks (336-bit)
of the key with good probability and feasible complexity, afterwards the second CPA,
it is possible to reveal 23 16-bit blocks (368-bit) of the key with good probability and
feasible complexity. Finally, possible efficient countermeasure is discussed at the end
of this work.
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Figure 5.1: Success rates of the 665 CPA attacks using measured power traces (red),
and simulated HDPM traces (blue), regarding D - max number of the key hypotheses
taken to account after CPA.

5.1.2 Attack complexity & success for one 16-bit block of the
key

CPA attacks are aimed against registers for multiplication results (four 8-bit registers).
4096 16-bit LFSR subsequent states was multiplied by the k step by step. We know
order of results, thus we can compute HDs of previous and actual results giving us
number of 0 — 1 and 1 — 0 transitions in the result register in time. Hypotheti-
cal power consumption for all possible key hypotheses are made by computing HDs
of subsequent hypothetical results of multiplications of all the 4096 LFSR states by
possible keys. These hypothetical power consumptions are correlated to both mea-
sured power-consumption and simulated power traces (just the HDs) afterwards. As
an outcome, the correlation vector 1, is obtained. Then next step is to order the key
hypotheses according to the correlation coefficients. We exploited the fact that we
have negative correlations.

The question is how many key hypotheses take at least to account to reveal the
key after CPA. We will denote this number as D. Recall, we want to show how it can
be dangerous to estimate this number by considering simulation only. The correct key
hypothesis has thus index 0 < ¢ < D after the CPA attack using HDPM simulated
traces. Let j be the index of the correct key hypothesis in reality (using power traces).
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Figure 5.2: Estimation of CPA attacks complexity and success rate against N 16-bit
blocks of k using measured (red) and simulated (blue) power traces after 1°* CPA.

From the Fig. 5.1, it can be clearly seen that j < D with better probability than i < D.
It means that attack using measured power traces achieves better success rate than
attack using simulated power traces. If we took 10 first key hypotheses (D = 9) ordered
according to correlation coefficients, the real attack would have success in 100%, while
when simulated power traces are used, it is 99.7%. If we took 5 first key hypotheses,
the attack would succeed in 92.03, and 88.42%, respectively.

5.1.3 Attack complexity & success estimation for /V key blocks

Since we can look at revealing of NV 16-bit blocks of the key as on independent trials,
we can write:

P(iy > D,...,ixy > D)= PN(i > D), (5.1)
Therefore, also the complexity can be computed as:
Complexity = (D + 1)V (5.2)

According to the results, one can try to estimate power of the attack in terms of
complexity (number of the key hypotheses remaining after CPA, the D) and success
probability of the attack. We will do this for both simulated power traces and measured
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one in order to see the difference between the estimations. Up to now, we attacked one
16-bit block of k. Based on this results, we are going to estimate attack possibilities to
reveal N 16-bit blocks of k.

We bound these estimations. The probability of attack success must be greater than
0.5 and the complexity of the attack must be less or equal to 2.

The estimation is shown in Fig. 5.2. We can see that if the first 5 key hypotheses are
taken after CPA against each block of the key (D = 4), the estimation using simulated
power traces says that 5 blocks of the key can be guessed, while estimation using
measured power traces shows that 8 16-bit blocks of the key can be guessed. In case of
D =5, 9 and 15 blocks of the key can be revealed for simulated and measured power
traces respectively. If D = 6 (number of remaining hypotheses after CPA against each
block of the key is 7), the estimation based on the simulation indicate that 17 blocks
of the key can be revealed, and based on the measured power traces, it is 21. For
D = 7, the difference between estimation based on simulations and measurements can
be observed in the success rate. In the case of simulation, the estimated probability of
success is around 0.65, while, in the case of measured power traces, it is approximately
0.86. In both cases 20 16-bit blocks of the key are predicted to be possible to reveal. If
9 first key hypotheses are considered after CPA against each block of the key (D = 8),
the estimation using simulation indicates estimated probability 0.85. In the case of
measured power traces it is close to 1. Here, 18 blocks of the key are indicated in both
cases.

This result was published in (Repka and Varchola [57]).

5.1.4 Errors of simulated CPA attack

In order to show relevant error of the approximations of the attacks using HDPM sim-
ulated power traces, we performed analysis based on the following formulated hy-
potheses:

Definition 5.1.1 (Hypothesis Hy:). It is enough to take D first key hypotheses ordered
regarding the correlation coefficient. The correct key hypothesis has thus index 0 <
t < D after the CPA attack using HDPM simulated traces.

Definition 5.1.2 (Hypothesis H;:). It is not enough to take the D first key hypotheses,
and thus D < i < K.

The H, is not rejected correctly if 0 < i < D when H is true in reality.

Definition 5.1.3 (Reality:). As the reality, CPA using power traces are considered.
Hence, let j be the index of the correct key hypothesis in the reality.

Probability that H is rejected:
P(i>D)=P(i>D,j< D)+ P(i>D,j>D), (5.3)
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Figure 5.3: Estimation of «, /3, and probability of F, for 16-bit key for various D.

P(i>D,j<D)=P(j <D)P(i>D|j<D), (5.4)

P(i>D,j5>D)=P(j>D)P(i>D|j>D,). (5.5)
Probability that H is not rejected:
Pi<D)=P(i<D,j<D)+P(i<D,j>D). (5.6)

This probability (Eq. 5.6) is depicted in absolute values as sim in Fig. 5.1.
Regarding the hypotheses defined, the two types of error can be made. The type
one, «, and two, 3, errors:

a=P@i>D|j<D), (57) B=Pi<D|j>D). (59)

l-a=PiA<D|j<D), (5.8) 1-8=P@>D|j>D). (510)

An approximation of both a and j3 errors is depicted in Fig. 5.3.
Type one error, o, means probability that in each case measurements success, the
simulation fails. This error could be dangerous because we could say D is not enough
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Figure 5.4: Estimation of probability of £ for N 16-bit blocks of the key for various D.

yet for an attack, but in reality, when power traces are used, the D would be enough
still. This could cause that, according the simulation, the complexity and success rate
would looks more complicated as it is in the reality.

Type two error, [3, means probability that in each case measurements fail, the sim-
ulations successes. Actually, this is not a crucial error for us in this work because we
are trying to limit the worst case of the attack. In this situation we do not mind that
simulation says that the attack will success for the D still but in reality D is too small
because regarding this error we would secure the cryptosystem more than it is impor-
tant, and this error is not so crucial as the «. For this reason, we stress only « in this

paper.

Definition 5.1.4 (Relevant Error E:). As the relevant error, we consider error that is
influenced by the error of the first type only.

The probability of occurrence of this error is
P(E)=P(i>D)—P(i>D,j> D), (5.11)

and its estimation is depicted in Fig. 5.3.
Now we are going to estimate this kind of error for guessing /N 16-bit blocks of the
key. We denote this error as Ey. It is event that we are wrong in rejecting H at least
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Figure 5.5: Demonstration of the improvement on results of guessing 665 randomly
and uniformly generated 16-bit keys.

in one 16-bit block of the key. We can look at this problem as independent trials (Eq.
5.1). Therefore, we can write:

P(Ey)=PN(i>D)— PN(i>D,j > D). (5.12)

The estimation of this probability is depicted in Fig. 5.4. For instance, if we were
securing the multiplier regarding the simulated power traces in case of D = 6 where
336-bit key can be guessed, we would wrongly reject H in more than 55%. It means
that, regarding the simulations, it would seem that the attack is more complex and less
success than it is in reality with probability more than 0.55.

5.2 Improving the CPA Attack against DSA & ECDSA

From the results above (Fig. 5.1), we know that if we take 10 first key hypotheses (D
= 9), the attack will success in 100% for measured power traces. In order to improve
the attack (see Fig. 5.5), we took the first 10 key hypotheses ordered according to
the correlation coefficient after the CPA (blue marks) in both cases (measured and
simulated power traces), and performed second CPA attack (red marks) in order to
reorder the first 10 key hypotheses. In the second CPA attack, we made HDPM only
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Figure 5.6: Estimations of attack complexity and probability after the second CPA
(black markers) in comparison with the estimations after the first CPA (gray mark-
ers).

to the vector of the 16 least significant bits of the possible result of multiplication:
Pm k= HD (LSBO...IS(hm,k’>7 LSBO...lS(hm—i-l,k’)) ) (5.13)

where the h,, i and h,,+1 1 are hypotheses to the multiplication results regarding the
key hypothesis k’. The new order of the 10 first key hypotheses brought significant
improvement as can be seen in Figs. 5.5 and 5.6, respectively.

In the Fig. 5.5, we can see that we were successful in more attacks after reordering
the 10 first key hypotheses after the second CPA. We can also see that the success
for the simulated power traces was improved into the success level of the measured
power traces. Actually, now it is slightly better than success rate for the measured
power traces. Hence, now there is a negligible deference for D in case of measured
and simulated power traces.

When we look at the guessing of N 16-bit blocks after the second CPA attack (Fig.
5.6), we can see the brought improvement since, now, 368-bit (N = 23 16-bit blocks)
of the key can be guessed with approximated probability 0.613 and complexity 2°9-45
(D = b), while after the first CPA, only 336-bit (N = 21 16-bit blocks) could be guessed
with probability 0.62 and complexity 259 (D = 6). It means that, after the second
attack, only the first 6 key hypotheses, instead of 7, for each block of the key can
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Table 5.1: Difference between probability of success and complexity of the attack after
1°* and 2"¢ CPA. Data in this table is mentioned only for the most complex attack. Note,
the max complexity was bounded by 2°°. For more information about the difference,
see Fig. 5.6.

Key size After 15t CPA After 2" CPA
[bits] |Probability | Complexity | Probability | Complexity
368 NA NA 0.613 25945
352 NA NA 0.626 25689
336 0.619 25895 0.853 256-95
320 0.856 200 0.941 200
304 0.866 257 0.944 257
288 0.973 2°57:06 0.973 25706

be taken in order to reveal the whole key with higher probability of success and less
complexity.

We can see an improvement in success rate or complexity also for other cases. For
instance, when D = 4, 8 16-bit blocks has been improved to 18 blocks (288-bit) of
the key with complexity 2417, Further, when D = 6, the probability of success was
improved from cca 0.61 to 0.86. For D = 7 the success rate was improved from cca
0.86 to 0.94. The success rate for D = 8 was not improved significantly.

This result was published in (Repka, Varchola, and Drutarovsky [58]).

5.3 Countermeasure against the CPA Attack against
DSA & ECDSA

This CPA needs to have the secret operand constant and to now some second operands
of the multiplication. One possible countermeasure to thwart this attack, which does
not need special countermeasures, such as hiding (dummy cycles, noise generator,
dual-rail-logic [13]) or masking (boolean, multiplicative [2]), is to use the nonce n (the
per message randomly and uniformly generated number) to mask the key as follows
(Repka, Varchola, and Drutarovsky [58], Varchola et al. [78]):

s =n 'Hash(m) + k (n’lfr’) mod gq. (5.14)

Before the private key is multiplied by known r, the r is multiplied by the inversion of
an unknown nonce. In order to make these attacks impossible, Step 7 in the ECDSA
(Alg. 4.1), must be replaced by Eq. 5.14.
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The second option can be to multiply the private key by the nonce, but this would
be not effective enough, because the same nonce would be used in both n~'Hash(m)
and n~'k, and therefore if some bits of the hash value would have the same value as
bits the private key, the power consumption of multiplication those blocks with the
equal bits would correlate. If moreover the hash value can be chosen by adversary, the
adversary can then reveal the private key, but this time across another leakage.

The cost of this countermeasure is one more multiplication by the inversion of the
nonce. This countermeasure is effective since the nonce is random and not public,
thus it is not known to the adversary, and this countermeasure is efficient because it
costs only one more multiplication and not other special logic, such as in case of an
additional masking and hiding.

5.4 Implementation of the Original McEliece PKC

This implementation was published in (Repka [52]). More about code-based cryptog-
raphy and post-quantum McElice PKC can by found in our work (Repka and Cayrel
[54]). For McEliece PKC like cryptosystems, we summarize security in work (Repka
and Zajac [59]).

5.4.1 Related work & our contribution

We implemented the most generic original McEliece PKC proposal in order to make
the PKC more available. The adjective generic has been achieved using the Number
Theory Library (NTL) [69], and the generic CPU Tick Measurement Library [20]. Our
implementation is called the McEliece PKC Calculator, since no parameter is fixed in
this implementation, and test vectors for all the important intermediate results (for
all appropriate m and ¢ in limits of hardware and NTL) can be provided for any: en-
cryption, decryption, or key generation. Thanks to the NTL, the Calculator is easy to
understand, use, and modify, since the standard NTL functions, input, and output, are
used. Therefore, if a key-pair not generated by the Calculator is desired to be used
by Calculator, it is not a problem, it must be just formated accordingly. Moreover, a
measurement tool for side-channel analysis has been employed, which test vectors can
be also recorded for. Using this tool, timing leakage can be measured, and using the
measured data, it is also possible to simulate power-consumption and electromagnetic-
emanation leakages. The CPU Tick Library allows to measure CPU Ticks on different
families of processors, and operation systems. To our best knowledge, this is the first
such an implementation. Although, there exist several implementations, like [75, 17,
72, 12, 29], of the original, and derived, schemes on hardware, embedded, and also on
a computer platform. However, parameters are fixed, no test vectors are provided, or
no tool for the side channel analysis is employed. The Calculator can be used in the

40



PKC implementation optimization, and further McEliece/Niederreiter like PKCs prop-
erties investigation, as well as in proper key-pairs generation. The Calculator can be
also used in proper parameter choice for a hardware implementation, and the leakage-
measurement tool can provide information on side-channel vulnerabilities. Descrip-
tion of the implementation details follows.

5.4.2 Binary irreducible Goppa codes for the McEliece PKC

Goppa codes was invited by Goppa [24]. In the original McEliece PKC proposal, ran-
dom instances of a binary irreducible Goppa code with maximal length are employed.
These codes are proposed to be corrected by the Patterson’s algebraic decoding algo-
rithm (Alg. 5.5).

Let Fom = F3[X]/m(X) be the finite field, where m/(X) is an irreducible polyno-
mial over [Fy[ X, and degm(X) = m.

Definition 5.4.1 (Binary Irreducible Goppa Polynomial). Binary Irreducible Goppa
polynomial is a monic binary irreducible polynomial g(Z) € Fom[Z], wheredeg g(Z) =
t.

Definition 5.4.2 (Code Support). Code support is a vector A € F4.., A = (\;)
consisting of pairwise distinct elements \; € Fom, where g(\;) # 0.

0<i<n—1

Since the Goppa polynomial g(Z) is irreducible, all the field elements are in the
code support. Hence, the code length n = 2.

Definition 5.4.3 (Binary Irreducible Goppa Code). Binary Irreducible Goppa code
I'(A, g) is a Linear Alternant code defined over Fom, wherein the ¢ is a binary irre-
ducible Goppa polynomial, and the A is a code support. This code has parameters
[n=2"k=n—mt,d=2t+ 1], and it is defined as follows:

I'(A,g) :=={ceF;:5(c,Z)=0mod g(Z)}, (5.15)
where s
S(c, Z) = Z 7% (5.16)
0<i<n—1

is its syndrome polynomial.

Note, if we have c € T'(A, g), y € F%, and y = ¢ & e, where e is an error vector of
0 <HW(e) < t,then S(e, Z) = S(c, Z) mod g(Z).

Definition 5.4.4 (Error-Locator Polynomial Definition). The error-locator polynomial
o(e, Z) is defined, in binary case, as follows:

ole,Z) =g (Z — \)“. (5.17)
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Algorithm 5.1 McEliece PKC key generation.
Require: m(X), code length n, and ¢t = deg g(Z).
Ensure: K, = Gpu, Kpriv = (I(A, g), S, P).
1: Generate uniformly a random g(Z). > Determines the secret I'(A, g).
2: Find a generator matrix G, for the random secret I'(A, g) code. > Eq. 5.20, 5.21,
5.22
3: Generate uniformly a random k X k dense invertible binary matrix S.
4: Generate uniformly a random n X n binary permutation matrix P. > Alg. in Alg.
5.2
Gpup = SGprin P.
Kpub = Gpub-
Kpriv = (F<A7 g)’ S’ P)

return K,,;, and K,,;,.

The polynomial is defined over Fym [Z], and indexes of its roots in the code support
determine error-bit positions in a codeword. In our case, roots are not multiple, and
its maximum degree is ?.

5.4.3 Key-pairs Generation

Private key K, consist of a random I'(A, ¢) code, a random permutation matrix P,
and a random dense non-singular scramble matrix S.

Kpriv = (F(A79)7 S7 P) . (5.18)

The random I'(A, g) code means that the g is chosen randomly. The public key K,
is derived from the K ,,;, using P and S. The key generation algorithm is in Alg. 5.1.

Kpub = G'(pub- (519)

As the first step in the key generation phase, the Calculator picks up randomly (or
it is chosen by an user) an irreducible polynomial m(X') over [F5[X], according to that
the finite field Fom is created. Then a binary irreducible Goppa polynomial g(Z) over
Fym[Z] is generated randomly. Probability that a random polynomial with degree ¢ is
irreducible over the Fym [ 7] is approximately 1/t [42].

Now, the code support is initialized. All the elements of Fom are in the support.
If the m(X) polynomial is primitive, all elements can be generated using its roots.
But it is not the case in general. Therefore, in order to initialize the code support,
a generator (field primitive element) should be found. The Calculator searches for a
generator using the fact that order of a subgroup divides order of the group. Order of
an element that generates the field should be n — 1. Let we have all the factors of the
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Algorithm 5.2 Random permutation of a sequence of elements.

Require: p, a sequence of elements for permuting.
Ensure: p with randomly permuted elements.
1: fori = 0;¢ < p.length; i+-+ do
2 index = rand() mod p.length
3 swap(p[index], p[i])
4: end for
5: return p

integer n — 1. The generator is found by examination degrees of all the field elements
respectively. If an element is found that has the desired degree, the search stops, and
the element is used to initialize the code support. We denote this element as A;. The
first element ) of the initialized code support is always 0.

Generator matrix G, is found as follows. First, an initial parity check matrix
Hi;,;t is constructed as

Hinia(i,5) = 97" (A, (5.20)

where H;,; (i, j) is the i-th row, and the j-th column of the H,,;;. This matrix is then
used in its binary form. Therefore, each cell (element of the finite filed Fom) is repre-
sented as the column of sequence m binary digits. Thus, the matrix in the binary form
consists of mt rows and n columns. Only the binary form of the parity check matrix
is considered hereafter.

The parity check matrix is brought into the reduced row-echelon form using the
Gaussian elimination. If the resulted matrix is not in the systematic form, the system-
atic form is obtained by swapping appropriate columns. Now we have

The parity coordinates generator matrix R’ has (n —mt) rows and mt columns. Using
RT, the G,;, is then defined as

Gpriv = [RT|1]. (5.22)

In order to be able to construct the secret code support A for the code generated
by the secret G),;,,, the permutation of elements of the initial code support must be
corrected according the swaps performed in order to make the Eq. 5.21 held. For that
purpose, only vector of the inverse swaps is important. The vector will be denoted as
b hereafter. Note, the initial parity check matrix Hj,;; is not a parity check matrix for
the I'(A, g) code generated by G,,,,,, since the code support correction.

The dense non-singular matrix S is generated randomly and uniformly by NTL. A
random square matrix is invertible with probability approximately 1/3. One possibility
how to determine whether a square matrix is invertible is to examine its determinant
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but this would be time consuming. A better approach is to test the actual diagonal el-
ement for zero during the elimination when bringing the square matrix into an upper
echelon form. If the element is zero the matrix is not invertible. For further optimiza-
tion, inner instruction parallelism can be used (Zajac and Jokay [81]).

The permutation matrix P is generated randomly and uniformly using the algo-
rithm shown in Alg. 5.2. This algorithm assume a vector p which is somehow initial-
ized. Hereafter, we consider p as vector of randomly and without replacement gen-
erated integers (a random permutation) that represents the secret permutation matrix

P.

5.4.4 Key-pairs Storing

In the Calculator implementation, almost nothing is fixed, even polynomial m(X) is
chosen randomly, or can be chosen by user. For the private key K,,;, reconstruction:
the m(X), finite field generator element \;, vector of inverse swaps b, permutation
vector p, matrix S, and, finally, g(Z), are stored. In case of m = 11, ¢ = 50, it is
4 510 452 bytes.

In order to reconstruct the corresponding public key K, = Gpu, only the G, is
stored. For m = 11, ¢ = 50, it is 6 138 820 bytes. We recommend to use any compres-
sion method in order to safe the size needed for key-pairs storing. Another possibility
is to order permutations in the way that each permutation can be represented by an
unique integer [65].

5.4.5 Encryption

The encryption algorithm (Fig. 5.3) is very fast and simple. It can be implemented as
several XOR additions in an optimized implementation. In order to generate uniformly
a random secret error vector of hamming weight ¢ and length n, the Calculator imple-
mentation uses the algorithm listed in Alg. 5.2. From the outcome of the algorithm,
only the last ¢ indexes are considered. These indexes determines positions of ones in
the error vector.

5.4.6 Decryption

The decryption algorithm is more time consuming than the encryption one. The most
time consuming is the Step 2.

The Patterson’s algebraic decoding algorithm (Alg. 5.5) is used in order to correct
a code word with t errors in the private I'(A, g) code. For that purpose, we assume
an input binary vector u = y P! that is a codeword in the private code with exactly
t errors. Note, ¢ is the maximum number of errors that can be corrected in a I'(A, g)
code, and also that the algorithm in the Alg. 5.5 is capable to correct.
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Algorithm 5.3 McEliece PKC encryption.

Require: K,,, = G,u, end message a € F%, where k = 2™ — mt (the number of
rows of Gpup).
Ensure: A ciphertexty € F7. >n =2"
1: Generate uniformly a random binary vector ex € Fy with HW(ex) =¢. > HW is
Hamming weight.
2: X = aGpub.
3: y =XO@ ey
4: return y.

Algorithm 5.4 McEliece PKC decryption.
Require: K., = (I'(A,g), S, P), and a ciphertext y € F7.
Ensure: Message a € F5.

u=yPL >u = aSGpy + e P!, the vector p is used instead of P.

2: e = Patterson (u,['(A,g)). >e=e, P!, Alg. 5.5.

3 v=u+e. >V =aSGpip.

4: w = GetInformationCoordinates(v). >w = aS, the last n — k coordinates of
V.

5 a=wS L

6: return a.

As the first step of the Alg. 5.5, the syndrome of the error vector is computed. One
can compute the syndrome evaluating the syndrome polynomial (Eq. 5.16), but such
an evaluation would be the most time consuming step in the decoding algorithm. On
the other hand, such an evaluation is very useful on a memory constraint devices. In
order to speed up the syndrome evaluation, following look-up table is precomputed
VO <1< n:

preSynTab[i] = (Z — ;)" mod g(2). (5.23)

Next possibility how to compute the syndrome is to compute the product qu;w,
wherein the H,,;, is a parity-check matrix of the secret I'(A, g) code, and obtain the
syndrome in this way.

The syndrome polynomial S(e, 7) satisifies

S(e, Z) = ‘;((j 5))

mod g(Z). (5.24)

Since the error of a word is being determined, the first derivative of the error-locator
polynomial consists only of all the even terms, i.e. the error-locator polynomial can be
split into squares and non-squares:

o(e,Z) =a*(e, Z) + Z3*(e, Z), (5.25)
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Algorithm 5.5 Patterson’s algebraic decoding algorithm.

Require: u € [} (a private code word with ¢ errors), I'(A, g).
Ensure: Error vector e such that v = u + e, where v € I'(A, g) is the code word.

1: S(e, Z)=S(u,Z) mod g(Z). > Eq. 5.23.
2: T(e,Z)=S"e, Z)+ Z mod g(Z2). > EEA.
3: 7(e,Z) =+/T(e,Z) mod g(Z). > Eq. 5.27
4: Find a(e, Z) and (e, Z) such that (e, Z)7(e, Z) = a(e, Z) mod g(Z). > EEA.
5: o(e, Z) = a?(e, Z) + ZB*(e, 7). > Squaring.
6: Find roots of o (e, Z). > Evaluation over the A.
7: Determine indexes of the roots in the support A.

8: Set 1 in the determined indexes in error vector e.

9: return e.

where 3%(e, Z) = o’'(e, Z). After few modifications, the Key Equation can be obtained
as:

Ble,Z)\/S~ (e, Z) + Z = ale, Z) mod ¢(Z). (5.26)

Therefore, in the Step 3 of the Alg. 5.5, the square-root modulo g(Z) is computed.
Let us denote the term S~'(e, Z) + Z as T'(e, Z). The Calculator implementation uses
the fact of the perfect square, and thus

= /T(e,2)=T*""(e, Z) mod g(Z). (5.27)

Such an approach can be very useful on memory constraint devices, but on the other
hand it is very time consuming operation. Another possibility how to compute that
square-root is to use precomputed look-up table, which consist of 7;(Z) such that
72(Z) = Z' mod g(Z) for 0 < i < t.

Subsequently, the key equation is solved using the Extended Euclidean Algorithm
(EEA) that stops when deg a;(Z) < [ (t +1)/2—1] < t/2, where j is the EEA iteration
number.

At the time the error-locator polynomial o(e, 7) is computed, roots of the error-
locator polynomial shall be found. The Calculator implementation simply evaluate the
o(e, Z) over the secret code support A. Therefore, Steps 6, 7, 8 are conducted in one
loop. This method is also time consuming, and as an alternative, any other factorization
method can be employed. Thus, the decoding algorithm yields the error vector e in
the private code.

When the secret error vector e is removed (Step 3 in Alg. 5.4), only information co-
ordinates are addressed, and the scrambling matrix is removed. Finally, the decrypted
message is obtained.
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5.4.7 Basic Use Cases

The Calculator can be used as a basic cryptosystem, for key-pairs generation, encryp-
tion, as well as for decryption. It is very important to note that the original McEliece
PKC is vulnerable to (adaptive) chosen-ciphertext. Therefore, the Calculator can be
used for encryption and decryption only if it is plugged into an IND-CCA2-Secure
conversion, like the v conversion defined in [34].

Essentially, the first main purpose of the Calculator development was the PKC im-
plementation optimization for an FPGA. Test vectors have been used in order to chose
particular PKC parameters that we have fixed for the implementation in FPGA. After-
wards, test vectors have been used for the FPGA implementation validation. Further,
test vectors can be used in the further McEliece like PKCs properties investigation be-
cause all important intermediate results are recorded. The intermediated results can
be used in order to verify stated hypotheses, or jut to trace behavior. For the PKC
properties investigation, also the information recorded by the side-channel-leakage
measurement tool can be used. The test vectors recording can be turned-on append-
ing any command by a file name for the test vectors file. Test vectors are formatted
using the standard NTL output.

More details about this McEiece PKC implementation can be found in (Repka [52]).

5.5 Timing Fault Injection Analysis of McEliece PKC
Decryption

The side-channel-leakage measurement tool records Indicators (Tab. 4.1) measured in
order to preform an attack, and information about secret (Tab. 4.3 and 4.4) used to
compute success rate of an attack. Secret error vector, secret permutation, and secret
Goppa polynomial, respectively can be guessed using the measured data. Also power-
consumption and electromagnetic-emanation leakages can be simulated. Using this
tool, particular keys, and proposed countermeasures can be tested. Thanks to the NTL,
source codes are easy to read, and it is possible to replace a measured operation for a
designer’s one. Not only computation time is measured by the tool, also degrees and
hamming weights of polynomials processed are recored.

The Step 3 (square root) is the most time consuming step in the Calculator’s imple-
mentation of the Patterson’s decoding algorithm. The Step 3 can be sped up using our
proposal to compute p-th roots in finite fields of characteristic p < 2 in Sec. 5.8. If the
syndrome computation was implemented as the polynomial evaluation, that would be
the most time consuming step. Steps the computation time depends on HW (e) can be
clearly observed in the Fig. 5.7 and 5.8 respectively. As can be seen from these figures,
also HW and deg of polynomials are recorded.
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Figure 5.11: Plot for 7(e, Z) (sqrt), Step 3 (Alg. 5.5), measurements of type II (Sec.
4.4.2). Data are plotted only for the last and the penultimate coefficients of 46 goppa
polynomials (random key pairs) each used with 1000 random messages.
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Figure 5.12: Plot for a(e, Z) (EEA), Step 4 (Alg. 5.5), measurements of type II (Sec.
4.4.2). Data are plotted only for the last and the penultimate coefficients of 46 goppa
polynomials (random key pairs) each used with 1000 random messages.
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Figure 5.13: Plot for o(e, Z) (sqr), Step 5 (Alg. 5.5), measurements of type II (Sec.
4.4.2). Data are plotted only for the last and the penultimate coefficients of 46 goppa
polynomials (random key pairs) each used with 1000 random messages.
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Figure 5.14: Plot for o(e, Z) (eval), Step 6-8 (Alg. 5.5), measurements of type II (Sec.
4.4.2). Data are plotted only for the last and the penultimate coefficients of 46 goppa
polynomials (random key pairs) each used with 1000 random messages.
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Figure 5.15: Plot for success rate of error vector guessing for McEliece PKC with m =
11, ¢ = 51. The red line (1) is for guessing error vectors using Alg. 4.2. The next blue
lines (3-51) are for guessing as well but taking error guesses of previous attacks (Tab.
5.2). The black line (cnt) is for guessing regarding number of occurrences at index in
the first ¢ position from all the performed attacks.

5.6 Improving the Timing Fault Injection Analysis

This improvement is demonstrated on the guessing the error vector using Alg. 4.2, fo-
cused on the EEA solving the key equation (Step 4 in Alg. 5.5). Plots for computation
time regarding the hamming weight of error vector can be found in Fig. 5.7. That plots
show which steps of the decoding algorithm have got linearly dependent computation
time on the hamming weight of the error vector. Regarding the timing information
hypotheses to the error vector can be constructed. The measured probability a hy-
pothesis is correct for the case m = 11, ¢ = 51 shows the red line in Fig. 5.15. The
improvement is to use counts of hypotheses occurrences at lower positions than ¢ + 1,
instead of to directly take timing information to order the hypotheses. The counts are
counted from the whole attack vector (Tab. 5.2).

5.7 Countermeasure against the Timing Fault Injec-
tion Analysis

The vulnerability of the Patterson’s algebraic decoding algorithm (Alg. 5.5) in this
issue is that computation time of the Steps 4, 5, and (6, 7, 8) of the Alg. 5.5 are linearly
dependent enough to guess the HW of the error vector. Therefor, there is a possibility
to guess number of iterations of these steps. This leakage can be exploited (Alg. 4.2) to
guess value of error vectors in order to reveal messages and sometimes also the secret
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#ofebitpositions | 1 | 3 | 5| 7 | 9 |11 |13 | 15|17 |19 |21 |23 |25
# of repetitions 1 /10104101010 5|5 |5 |5 |5]|1]|3
# of e bit positions || 27 | 29 | 31 | 33 | 35 | 37 | 39 | 41 | 43 | 45 | 47 | 49 | 51
# of repetitions 313,13 (3|33 (3|3 ]3|3]3|3]2

Table 5.2: Attack vector for plot in Fig. 5.15. For instance, 1:1 means guessing error
bit position 1 time using Alg. 4.2; 3:10 means that guessing of error bit position was
performed using 2 guesses with the lowest time from the previous attack, repeated 10
times; 5:10 means that guessing of error bit position was performed using 4 guesses
with the lowest time from the previous attack, repeated 10 times.

permutation regarding the McEliece PKC implementation. The countermeasure that
would be effective in this case is to make the computation of these steps of constant
time. For this purpose, one can use dummy cycles processing random data. Further,
the number of iterations of the EEA and also the degrees of polynomials, intermediate
results, such as syndrome, 7'(e, Z), and error-locator polynomial, should be checked
in order to detect this kind of attacks.

5.8 Computing p™ roots in extended finite fields of
characteristic p > 2

This part shows how to directly compute p'" roots efficiently and scalable in extended
finite fields of characteristic p > 2, wherein the reduction polynomial can be even
random without constrains. This method was published in (Repka [49]).

Let GF(p™) := GF(p)[X]/m(X) be the finite subfield, where m(X) is an irre-
ducible polynomial of degm(X) = m > 0, and p is a prime > 2.

Let g(Z), degg(Z) =t > 0, be an irreducible polynomial in GF(p™)[Z], then the
extended finite field is defined as GF(p™) := GF(p™)[Z]/9(Z).

We deal with computation of p'" root 7(Z) of a polynomial n(Z) € GF(p™)[Z],
0 < degn(Z) <t — 1, modulo the g(Z):

r(Z) = {/n(Z) mod ¢g(Z). (5.28)

5.8.1 Related work & our contribution

The p'" root computation is important in many applications, like in coding theory [46,
37] and cryptography [29, 68, 7]. Thus, there exist alternatives how to compute the
p'™ root, however particularly for p = 2, like to exploit perfect square, or to utilize
inversion of a squaring matrix, as well as to exploit discrete logarithm of a primitive

element [52, 16, 67, 28, 33, 15, 73]). In some cases [45] can be used.
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5.8.2 The computation of p'™ root

The p™ root (5.39) is split to the Left and Right parts, vectors, in the way the Left part
contains terms which do not have to be reduced, and the Right part contains terms
that must be reduced, as follows:

L = (Lj)0§j<t17 (529)
t = Fw (5.30)
p
Lj = jp, (5.31)
and
R := (Rk)o<k<ts> (5.32)
tg =t — tl. (533)
Fork:0<k<p—2k<ty
Ry, = (k+ D, (5.34)
where
mi=ptt=p! (mod p™ — 1), (5.35)
cr,(Z) = Z™ mod ¢(Z), (5.36)
andfork: (p—1) <k <ty
Rk = Rk—(p—l) + 1. (5.37)
cr,(Z) = cr,_,_,,(Z)Z mod g(Z). (5.38)

The p™ root can then be written as:

t1—1 to—1

Yn(2) =P 72 ynz, & €D 2™y, (5.39)

j=0 k=0

where i
Ak) i =k+1+ LEJ . (5.40)



The carry terms which must be reduced, the terms in the Right part of the p*® root
in (5.39), are substituted to the corresponding carry polynomials in (5.36) and (5.38)
respectively.

Therefore, the p*® root modulo g(Z) in (5.28) can be written as:

t1—1 to—1
r(2) =P znh & @ cr(2)nk, (5.41)
§=0 k=0

The products are then added together, such as in (5.41) and (5.42). Multiplications,
additions, and p*" roots are operations in the subfield.

7R 7B ... ZRip- pl
70 nr,
p1 —1
") n,
A nt :
: O T BT (5.42)
. CRO CRl e CRt2,1 : nﬁ
Zth—l np‘l 871
: A(t2—1)
thl
0

where cg, are column vectors of coefficients of the corresponding carry polynomials
CR;, (Z ) .

5.8.3 Summary

Direct p*" root computation in extended finite fields of a prime characteristic p > 2
with reduction polynomial without constrains was shown. The matrix in (5.42) has
t rows and ¢, columns, see (5.30) and (5.33). Carry polynomials (5.38) for (5.37) are
computed very quickly based on (5.36). This method is very efficient, scalable and
can be parallelized well, and it was published in (Repka [49]). Some notes on modular
reduction in extended finite fields can be found in the work (Repka [53]).
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Chapter ;

Conclusion

H ARDWARE is more challenging to attack using CPA and protect against the CPA

than software. We can say that ASIC is more challenging to attack and protect
than FGPA and processors respectively. Attacks like DPA [35], CPA [9], DEMA [47] or
CEMA [14] are the most common side channel attacks. They require an appropriate
description of the data-dependent power consumption or electromagnetic emanation.
The most common one is HDPM, and, secondly, it is HWPM. HDPM is more complex
—but also more fitting— than HWPM. In work (Repka et al. [60]) it is shown that by
contemplating a cryptographic algorithm RTL regarding SCAs, some leakages can be
suppressed or even eliminated. This zero-cost countermeasure is presented on various
AES-128 RTL architectures with 128-bit data path and, thus, 16 S-boxes conducted par-
allel. CPA of the most vulnerable AES-128 RTL architecture was presented in (Repka,
Gaspar, and Fischer [55]). Countermeasures against this kind of attacks are investi-
gated in our work (Gaspar et al. [21]).

The Goal 2, which is defined in Sec. 3.2, was met by implementing the original
McEliece PKC (Sec. 5.4). This implementation was published in article (Repka [52]).
It can provide test vectors for all important intermediate results. The side-channel
leakage measurement tool (Sec. 4.4) is embedded in the implementation. The tool
was demonstrated in (Repka [51]), and in Sec. 5.5 and 5.6 where timing fault injection
analysis is performed and finally improved. Countermeasure was discussed in Sec. 5.7.
More about code-based cryptography and post-quantum McElice PKC can by found in
(Repka and Cayrel [54]). Summarization of McEliece like PKCs security can be found
in (Repka and Zajac [59]).

In order to meet the Goal 1 defined in Sec. 3.1, an application for power consump-
tion measurements and analyses was made. This application is able to manage the
whole attack analysis process (Sec. 4.3). It remotely configure oscilloscopes (Sec. 4.5),
manages the cryptographic devices (Sec. 4.2), and provides data for further analy-
ses. Detailed description of the application is in Sec. 4.4. Afterwards, the analysis of

63



the CPA attack against (EC)DSA was performed (Repka, Tomecek, and Varchola [56];
Sec. 5.1). Possible errors of success rate and complexity approximations according to
simulated CPA was investigated in (Repka and Varchola [57]; Sec. 5.1.4). Finally, the
Goal 1 was met by improving the CPA attack against (EC)DSA (Repka, Varchola, and
Drutarovsky [58]; Sec. 5.2; Fig. 5.6; Tab. 5.1). The improvement was demonstrated
on 16-bit integer multiplier with one constant secret operand, implemented in FPGA.
First CPA is performed to order key hypotheses from the most fitting to the worst
fitting the reality. Afterwards, second CPA is used to reorder the first 10 hypotheses
which came from the first CPA. Both CPAs use HDPM, however while, in the first CPA,
HDPM of the whole multiplication result is considered to order all the possible key hy-
potheses, for the second CPA, HDPM of the first half least significant bits is made to
reorder the first 10 possible key hypothesis ordered according to the first CPA. Thanks
to the improvement, the CPA is more successful, more blocks of key can be guessed,
and errors of simulated CPA are eliminated. Hence, the CPA attack can be simulated
in order to approximate its success rate and complexity after the second CPA. This
improvement is valuable to use especially when ECDSA is implemented on 32-bit or
wider platforms. Such an attack can be thanks to the improvement simulated with
negligible errors. An effective and efficient countermeasure is discussed in Sec. 5.3.
Demonstration of this improvement, such as discussion of the countermeasure, were
published in the work (Repka, Varchola, and Drutarovsky [58]). The countermeasure
is discussed more deeply in (Varchola et al. [78]).

Finally, an efficient method for p-th roots computations in extended finite fields of
characteristic p was invented (Sec. 5.8).
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Chapter

Resumeé

K APITOLA 1 uvadza motivaciu prace a dovody potreby skimania utokov postran-

nymi kanalmi a protiopatreni proti itokom postrannymi kanalmi. Stcasny stav
poznania utokov postrannymi kanalmi a protiopatreni vo¢i postrannym kanalom je
zmapovany v Kapitole 2. Nachadza sa tu zoznam postrannych kanalov, delenie po-
strannych kanalov, popis krokov atoku postrannymi kanalmi, niekolko prikladov tto-
kov postrannymi kanalmi, ako aj delenie opatreni proti itokom postrannymi kanalmi.
Ciele dizertacnej prace je mozné najst v Kapitole 3. Pocas realizacie popisovanych
experimentov a dosahovani pozadovanych vysledkov boli analyzované symetrické ako
aj asymetrické kryptosystémy, a to AES, ECDSA a McEliece PKC. Metodologia je pod-
robne popisana v Kapitole 4.

AES bol implementovany v dvoch analyzovanych laboratérnych kryptografickych
zariadeniach. V pkontrolery PIC18F2520 a v FPGA ACTEL FUSION M7AFS600, ktoré
sa lisili technolégiou ako aj pripadmi pouzitia. V pkontroler PIC18F2520 bol imple-
mentovany AES-128 so sekvenénym spracovavanim stavu AES po 8 bitoch, pretoze
je to 8-bitovy pkontroler. Utok na tento pkontroler s AES-128 bol prezentovany v
(Repka [50]). V FPGA ACTEL FUSION M7AFS600 bol implementovany AES-128 so
128-bitovou datovou cestou. Cely stav AES-128 bol spracovavany paralelne. ECDSA
bol analyzovany v FPGA ALTERA Cyclone III, presnejsie bola implementovana len
cast ECDSA, ktora bola podrobena tutokom. Bola to 16-bitova celo¢iselna nasobicka.
McEliece PKC s nastrojom na meranie réznych unikov postrannej informacie bol im-
plementovany softvérovo na operatnom systéme Linux a Windows v jazyku C++ za
pouzitia kniznice NTL, pricom experimenty boli realizované na 64-bitovej platforme.

Uvedené kryptografické zariadenia implementacie AES a ECDSA boli podrobené
skimaniu atokov korela¢nou analyzou spotreby a McEliece PKC bol podrobeny sku-
maniu utokov analyzou doby vypoctu v spojeni s vnasanim chyb do vypoctu. Na vy-
konanie analyz boli vyvinuté aplikacie v programovacom jazyku C++ na meranie elek-
trickej spotreby, elektromagnetického vyZzarovania a meranie doby vypoétu (Cast 4.4).
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Taktiez boli vyvinuté aplikacie na vykonavania samotnych atokov v C++ a na vyko-
nanie analyz boli vyvinuté aplikacie v C++, MATLAB a R. Aplikacie boli vyvinuté s
podporou viac jadrovych procesorov, ¢o zrychlilo niekolko nasobne realizované vy-
pocty. V Casti 4.3 Kapitoly 4 je uvedena topoldgia titokov a analyz.

Pri zrealizovanych analyzach a utokoch boli pouzité tri rozne meracie zariadenia
pre rozne meracie body (Cast 4.5). Bol pouZity osciloskop LeCroy WavePro 7200A s
8-bitobym A/D prevodnikom s 2GHz sirkou pasma a 20GS/s vzorkovaciu frekvenciou,
ktory bol pouzity na meranie spotreby na zemi pkontroler PIC18F2520 pomocou pa-
sivnej napatovej sondy. Druhym meracim zariadenym bol osciloskop LeCroy WavePro
740Zi s 8-bitovym A/D prevodnikom, 4GHz Sirkou pasma a 40GS/s vzorkovaciu frek-
venciou, ktory bol pouZzity na meranie spotreby FPGA ACTEL FUSION M7AFS600 na
rezistore umiestnenom na napajacej vetve jadra FPGA pomocou aktivnej diferencialnej
napatovej sondy, a tiez bodovou pasivnou elektromagnetickou sondou. Tretie mera-
cie zariadenie, osciloskop AGILENT INFINITUM DS09404A s 8-bit A/D prevodnikom,
4GHz sirkou pasma a 20GS/s vzorkovacou frekvenciou, bolo pouzité na meranie spot-
reby na kondenzatore na napajacej vetve jadra FPGA ALTERA Cyclone III pomocou
koaxialneho kabla. Pri meraniach bola pouzita sekvencia, vdaka ¢omu boli merania
velmi rychle. Napriklad meranie 1M priebehov spotreby trva 65 s, pricom jeden prie-
beh spotreby obsahuje 2000 vzoriek (50 ns).

Utogit na registre v programovatelnej logike FPGA (dalej len ,registre”) je jedno-
duchsie (hlavne ¢o sa tyka ACTEL), ako atok na vstavané pamite, ktoré tvoria sucast
RAM FPGA, tzv. embedded memory (dalej len ,RAM®). Tato skuto¢nost bola prezento-
vana na FPGA rodiny FUSION M7AFS600 od firmy ACTEL, kde bol implementovany
AES S-box. V tomto FPGA st paméte RAM smart pamatami implementovanymi pri
jadre FPGA. Tieto pamite si napevno dané, ich logika sa neprogramuje, je mozné len
do nich zapisovat, alebo z nich ¢itat. V pripade registra tomu tak nie je. Registre s
v pripade ACTEL FUSION M7AFS600 tvorené pomocou tzv. ,VersaTile“ buniek, pro-
strednictvom ktorych je mozné vytvorit standardné logické elementy, ako st napriklad
OR, NAND, XOR, multiplexery, registre a latche. Princip programovania je zalozeny na
prepinacoch, ktoré su realizované flash pamatovymi bunkami. Prostrednictvom tychto
prepinacov je mozné zvolit aky element mé dany VersaTile implementovat. Technolé-
gia s prepina¢mi tvorenymi flash pamatovymi bunkami sa nazyva nevolatilna, pretoze
po odpojeni napajania sa nestrati konfiguracia FPGA. Zneuzitelna spotreba teda zavisi
od zlozitosti hardvéru, resp. dlzky spojov a elementov umiestnenych na tychto spojoch,
cez ktoré sa musi vstupny signal pretransformovat, aby sa stal signalom vystupnym.
Zabudovanymi RAM pamitf je mensia, a teda na realizaciu svojej funkcie spotrebuje
menej elektrickej energie ako register v logike, ktory je vacsi, sucastou programovatel-
nymi VersaTiles. Prave preto je vo vSeobecnosti tazsie zautocCit na ASIC, nez na FPGA,
pretoze ASIC je jednoucelovy a optimalizovany na jeho jednoucelova funkciu.

Utok na pkontroler alebo procesor je zvic¢sa jednoduchsi, nez na FPGA. Dévodom
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je, Ze procesory majui rovnomernu zbernicu, po ktorej data prudia sem a tam. Tato zber-
nica je symetricka a je konstante Siroka. Napriklad pkontroler PIC18F2520, ktory bol
podrobeny utokom, ma 8-bitov siroku zbernicu, a teda vie spracovavat 8-bitové slova
v jednom takte. Dalej méZe byt irka zbernice napriklad 16, 32, alebo 64 bitov. Pricom
plati, Ze ¢im SirSia je zbernica, tym je utok zlozitejsi, pretoze, bud jE SNR pre utok me-
nej priaznivé, alebo je pocet hypotéz po zrealizovanom ttoku vyssi. KedZe st zbernice
symetrické, je mozné spotrebu a vyzarovanie modelovat jednoduchsie, napr. HW mo-
delom spotreby. Naopak pri FPGA st zbernice nesymetrické, nie su rovnako dlhé, a
nie je na kazdom vodic¢i rovnaky pocet logickych elementov. Dokonca pri opéatovne;j
konfiguracii FPGA rovnakou funkciou, je funkcia inak implementovana, kedze syntéza
a sposob smerovania (rooting) nie su deterministické. Toto sposobuje, ze HW model
spotreby je v pripade FPGA omnoho menej efektivny nez HD model spotreby. Tento
fakt bol potvrdeni pri porovnani utoku na AES-128 v 8-bitovom pkontroléri v (Repka
[50]), kde boli spracovavany stav jedného kola sekvencne S-box po S-boxe, narozdiel
od FPGA v (Repka, Gaspar, and Fischer [55]), kde bolo implementované spracovava-
nie celého stavu paralelne a teda vsetkych 16 S-boxov sucasne. V praci k dizertacnej
skuske dalej bolo ukazané, ze pocet hypotéz, zavisi od architektury kryptografického
algoritmu. Kryptograficky algoritmus moze byt implementovany réznym usporiada-
nim funkénych blokov a registrov. Prave preto je mozné ucinit atok postrannym kana-
lom zlozitejsim a niekdy aj nemoznym, ak sa tieto funk¢né bloky a registre usporiadaju
s ohladom na moznosti zostrojovania hypotéz. Takéto protiopatrenie zvaésa nevyza-
duje ziadne dalsie zdroje a tak moze byt takéto protiopatrenie klasifikované ako ,cost-
efficient”, dokonca niekedy aj ,zero-cost protiopatrenie. Takéto protiopatrenie bolo
prezentované na roznych moznostiach RTL architektury sifry AES-128 v (Repka et al.
[60]) a v (Repka [48]). Na trovni architektiry bol tento typ protiopatreni vyuzity aj pri
navrhu kryptoprocesora v (Gaspar et al. [21]), ktory vdaka tomuto pristupu ziskal pri-
rodzenu odolnost voci niektorym typom postrannych utkov, ako FIA, CPA, CEMA, na
urcitej urovni. Vyuzilo sa usporiadanie funkénych blokov a navrh multiplexovania tak,
aby niektoré utoky neboli vobec mozné, a iné zasa viac zlozité. K tymto protiopatre-
niam mo6zeme zaradit aj navrh hierarchie manazmentu Sifrovacich klucov a nastavenie
poctu pouziti klicov na rdéznych drovniach, pretoze univariacné a multivariacné utoky
z rodiny DPA a CPA potrebuju, aby sa rovnaky klu¢ pouzil niekolko krat. Chvilka po-
zornosti bola venovana aj boolovskému maskovaniu S-boxu, ktorého aplikovanie musi
byt tiez zvazené na urovni algoritmu, architektiry a implementacie, s ohfadom na moz-
nosti zostrojovania hypotéz, pretoze pri nespravnom alebo nedostato¢nom maskovani
nie je citlivy medzivysledok zamaskovany dostatoc¢ne, alebo je zamaskovany na jed-
nom mieste, av$ak na inych miestach zamaskovany nemusi byt vobec. Pri spravnom
pristupe maskovania ma byt maskovanie aplikované hned na vstupe este pred prvou
registraciou v obvode a nova nezavisla maska ma byt aplikovana pred kazdym dalsim
spracovavanim alebo registrovanim. Vysledok ma byt demaskovany az pri vystupe z
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obvodu po ¢itani vysledku z registra. Maska ma byt nezavisla nie len napriec ¢asovej
osi tak, ako sa data spracuvaju, ale aj napriec sirky dat, napriklad ak sa data delia na
mensie bloky, ktoré s spracovavané samostatne inymi alebo rovnakymi funkciami.

Kapitola 5 popisuje dalsie dosiahnuté vysledky. Okrem utokov na symetrické sifry
boli skimané aj utoky na asymetricku kryptografiu. Skiimanie bolo upriamené na elek-
tronicky podpis ECDSA, ktory je dnes velmi vyuzivany (Cast 5.1.2). Doposial bolo
publikovanych vela utokov postrannymi kanalmi na eliptické krivky a tiez adekvatne
protiopatrenia na eliminovanie publikovanych utokov. Pri ttoku na ECDSA bolo uka-
zané, Ze nie len samotné operacie na eliptickych krivkach moézu byt zranitelné, a teda,
ze nestaci aplikovat protiopatrenia len na ne, ale Ze aj operacie ako celociselné nasobe-
nie m6zu poskytnut unik o privatnom klaci. Toto plati hlavne pri podpisoch z rodiny
DSA, pretoze architektura algoritmov tychto podpisov pouziva privatny klu¢ az pri
konci algoritmu ako jeden z operandov celoc¢iselného nasobenia, kde druhy operand
tohto nasobenia je znamy, je ¢astou podpisu. Vdaka tomu su utoky typu DPA, CPA, a
CEMA G¢innymi. KedZe tieto podpisy su dnes zvacsa implementované na smart kar-
tach, alebo inych zariadeniach vyuzivajuce procesory, ktoré obsahuju 8, 16, alebo 32
bitové celociselné nasobicky, tieto utoky radikalne zuzuji mnozinu moznych privat-
nych klacov. V pracach (Repka, Tomecek, and Varchola [56]), (Repka and Varchola
[57]), (Repka, Varchola, and Drutarovsky [58]), bol vysetrovany tento aspekt. Uspes-
nost utoku s realne nameranymi datami dosahuje vyssich hodnot, ako uspesnost utoku
so simulovanymi vzorkami.Preto malo prinos uvazovat chybu odhadu zlozZitosti itoku
(reprezentovanu poctom zostavajucich hypotéz po dtoku) a uspesnosti utoku (prav-
depodobnosti, Ze medzi tymi zostavajicimi hypotézami je ta spravna). V ramci tejto
uvahy boli vysvetlené chyby prvého a druhého druhu, ako aj bola zadefinovana rele-
vantna chyba z pohladu analyzy urovne zranitelnosti kryptosystému. Vyznamnym pri-
nosom bolo zlepsenie tspesnosti v oboch pripadoch (Cast 5.2), v pripade nameranych
vzoriek, ako aj v pripade simulovanych vzoriek. Boli aplikované v sérii dva CPA tutoky
s HD modelom spotreby. Prvy CPA tutok zoradil vsetky mozné hypotézy o bloku kltuca.
V danom pripade bola pouzita 16-bitova nasobicka v ALTERA FPGA. Za ucelom dosia-
hnutia ¢o najpriaznivejsieho SNR pre utok, bol pouzity HD model spotreby popisujici
celu 32-bitovu sirku vysledku nasobenia. Z predoslych experimentov bolo zistené, Ze
ak sa zoberie prvych 10 takto zoradenych hypotéz po takto zrealizovanom CPA, tak je
medzi nimi spravna hypotéza o privatnom kluci s pravdepodobnostou velmi blizkou
1. V sérii druhy utok bol aplikovany na tychto prvych 10 hypotéz za ucelom ich prezo-
radenia. V druhom tutoku bol pouzity HD model spotreby popisujuci len spodnych 16
bitov vysledku nasobenia. Tento postup priniesol znac¢né zlepsenie pri atoku s pouzi-
tim nameranych vzoriek a este vacsie zlepsenie uspesnosti v pripade pouzitia simulo-
vanych vzoriek. Prinos sa prejavil aj v znizeni zloZitosti a zvySeni tispesnosti utoku. Po
zrealizovani tohto druhého utoku sa chyba simulovaného utoku stava zanedbatelnou,
¢o ma velky vyznam pri odhadoch zlozitosti a Gspesnosti itokov na zaklade simulacii.

68



Porovnanie dspesnosti a zlozitosti atoku po prvom a druhom CPA je moZné najst v
(Repka, Varchola, and Drutarovsky [58]; Sec. 5.2; Obr. 5.6; Tab. 5.1).

Ako protiopatrenie voc¢i tomuto utoku bolo navrhnuté efektivne protiopatrenie ne-
vyzadujuce ziadne dalSie zdroje, aZ na jedno nasobenie navyse (Repka, Varchola, and
Drutarovsky [58]; Varchola et al. [78]; Cast 5.3). Na maskovanie bolo pouZité nahodné
Cislo, ktoré sa pouziva v ramci (EC)DSA na konci vypoctov. Toto nahodné ¢islo bolo
pouzité na zamaskovanie citlivého nasobenia znameho vystupného operandu s privat-
nym (16-bit blok privatneho kluca).

V préaci (Varchola, Drutarovsky, and Repka [79]) sa tiez zaoberame skuto¢ne na-
hodnymi generatormi.

Doposial boli skimané utoky vyuzivajuce unik citlivej informéacie v spotrebe elek-
trickej energie alebo v elektromagnetickom vyzarovani. Avsak v praci boli skimané aj
utoky vyuzivajice postranny kanal doby vypoctu algoritmu alebo jeho ¢asti. Pri ska-
mani tohto typu postranného utoku bol analyze doby vypoc¢tu podrobeny Pattersonov
algebraicky dekddovaci algoritmus, ktory je sucastou desifrovacieho procesu McEliece
kryptosystému s verejnym klic¢om. Este pred samotnym podrobenim tohto krypto-
systému analyze doby vypoctu bolo nutné tento algoritmus implementovat. Bola vy-
vinuta implementécia origindlneho McEliece PKC (Cast 5.4), presne podla popisu sa-
mého McEliece (1978). Tato implementacia, ak je spravne pouzita (CCA2 bezpecne),
je povazovana za post-kvantovy kryptosystém s verejnym klucom, teda kryptosystém
odolny voci kvantovej kryptoanalyze, kryptoanalyze vyuzivajicej kvantovy pocitac.
Tato implementacia bola nazvana McEliece PKC Calculator (Repka [52]), prave preto,
ze poskytuje testovacie vektory pre kazdy relevantny medzivysledok, a navyse im-
plementuje aj nastroj na meranie doby vypoctu jednotlivych krokov Pattersonovho
algebraického dekddovacieho algoritmu. Tento nastroj na meranie doby vypoctu je
prezentovany v (Repka [51]). Prehlad r6znych variant tohto kryptosystému a jeho bez-
pecnosti je mozné najst v (Repka and Zajac [59]), ako aj v (Repka and Cayrel [54]), kde
je poskytnuty celkovy pohlad na kryptografiu zalozenu na linearnych samoopravnych
kodoch. Analyza doby vypoctu réznych krokov dekédovacieho algoritmu je uvedena
v Castiach 5.5 a 5.6 kde je aj tato analyza vylepsena. Protiopatrenie je diskutované v
Casti 5.7. Niekolko poznamok nad modularnou redukciou v rozsirenych koneénych
poliach je mozné najst v praci (Repka [53]). V poradi poslednym zaujimavym vysled-
kom je efektivna metoda na vypocet p-tej odmocniny v rozsirenych konecnych poliach
charakteristiky p > 2 (Sec. 5.8). Tato metdéda bola publikovana v Repka [49]. Kapitoly
6 a 7 uvadzaju zoznam prispevkov autora a zaver.
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